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Text data are everywhere. Researchers may obtain text data from 
sources such as the internet, literary collections, archival entries, 
and experimental psychology's open-ended responses. Compared 
to traditional response scales in psychological research, embracing 
text data allows more unobtrusive and unconstrained approaches to 
measurement. For example, social media data provide information 
about participants’ cognitions, free from demand characteristics as-
sociated with some laboratory studies (see Meshi et al., 2015).

Using open-ended (vs. forced-choice) responses in controlled 
settings also enables more ecologically valid and data-driven study 
of psychological processes and content. These benefits appear in 
studying emotion (Gendron et al., 2015) and racial categorization 
(Nicolas et al., 2018), challenging previously held findings by employ-
ing free-response measures that circumvent researcher constraints 
on participants’ responses. For example, despite several studies 
showing that Americans categorize Black-White mixed-race faces as 
Black when only allowed to make Black versus White categorizations 

(see Nicolas & Skinner, 2017), in a free response task participants 
most frequently indicated perceiving these targets to be Hispanic 
or Middle-Eastern (Nicolas et al., 2018). These kinds of online and 
open-ended text data, however, often need some form of dimen-
sionality reduction and numerical representation for interpretation 
(e.g., due to the large number of words that may refer to the same 
overarching construct of interest), making text analysis methods 
necessary.

Language and text analysis have a long history in psychology 
(e.g., Dewey, 1910; Miller, 1951; see Boyd, 2017 for a review) and 
affiliated fields ranging from Sociology and Political Science (see 
Lucas et al., 2015) to Computer Science (see Nerbonne, 2003). In so-
cial and personality psychology in particular, numerous studies have 
made use of text analysis to obtain novel insights into human traits 
and behaviors. For example, studies into status differences in lan-
guage use have shown that higher (vs. lower) status individuals tend 
to use we more often than I as pronouns (e.g., Kacewicz et al., 2014).  
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Other studies have applied text analysis to interpersonal relations, 
finding for example that members of longer-lasting relationships 
tend to match their linguistic style and use more positive emotional 
words (Slatcher & Pennebaker, 2006). Tapping into the vast amounts 
of online data, text analysis in the field even shows promise of pre-
dicting health-related behaviors (see Chung & Pennebaker, 2019) 
and bringing in more explanation into descriptive frameworks of 
personality (see Boyd & Pennebaker, 2017).

Despite the advantages, creating and validating text analysis in-
struments such as dictionaries differs considerably from developing 
traditional scales, and currently not many appropriately reviewed 
guidelines exist. As a result, many areas have yet to fully incorporate 
text analysis methods into their repertoire. An example is stereo-
typing, which despite being one of the largest research areas within 
social psychology, suffers from a dearth of specialized text analysis 
methods and literature that may support new avenues of research 
(reviewed below).

1  | CURRENT APPROACHES TO TE X T 
ANALYSIS IN PSYCHOLOGY

Recently, advances in natural language processing in machine learn-
ing allow easier extraction of information about psychological 
processes and content. The most common method to analyze text 
data in psychology has traditionally been human coding. In this ap-
proach, each text is evaluated by a group of human judges in terms 
of how much it reflects a construct of interest. Measures of agree-
ment between human judges often document reliability. Evidently, 
however, this approach is time-consuming and resource-demanding, 
and these limitations rapidly worsen the more data that need to be 
coded (Iliev et al., 2015). Furthermore, this approach for text analysis 
lacks standardization—that is, judges coding may vary across studies 
or laboratories.

An increasingly popular alternative to per-study human coding of 
text is offered by dictionaries (see Iliev et al., 2015). Dictionaries list 
words that are indicators of the construct of interest. Once created, 
dictionaries are a standardized approach for coding text data, across 
studies, without additional human judge intervention. For this rea-
son, they are also less resource-intensive and time-consuming for 
users. Dictionaries are also easy to use in analysis (vs. some more ad-
vanced natural language processing methods). The analysis process 
most often consists of counting the number of words in a text that 
are included in the dictionary. The larger the number of words from 
the dictionary that are present in the text, the higher the score for 
the construct of interest measured by the instrument. To illustrate, 
if evaluating the positivity of a particular text (e.g., a self-description, 
or a diary entry), a researcher would count the number of words that 
fall into a positive valence dictionary (e.g., “good,” “nice,” “amazing”) 
as a measure of the constructs.

The most widely used set of dictionaries in psychology and akin 
areas is the Linguistic Inquiry and Word Count (LIWC; Pennebaker 
et al., 2015). LIWC has been the benchmark for studying text related 

to content as varied as emotion, social relationships, thinking styles, 
among others (see Tausczik & Pennebaker, 2010). The original cre-
ation and wide usage of the LIWC dictionaries highlights both that 
available dictionaries are cheaper and easy to implement, and that 
the cost of creating new dictionaries in the first place may be pro-
hibitively expensive and time-consuming for many researchers. 
For example, many of the LIWC dictionaries used up to 8 judges 
across several stages in order to manually expand the word lists 
(Pennebaker et al., 2015).

Given that the constructs measured by existing dictionaries are 
inevitably limited compared to the diversity of constructs studied 
by psychologists, more accessible methods to facilitate dictionary 
creation are useful. For example, even topic areas as central to social 
psychology as stereotype content (see Fiske et al., 2010) lack com-
prehensive specialized instruments for their measurement in text, an 
issue we sought to address in the current paper.

2  | STEREOT YPE CONTENT

Stereotypes are beliefs about social groups and are encoded and 
shaped through language (Maass, 1999). In fact, a myriad of linguis-
tic factors matter in the perception of social groups: from the natural 
language itself (e.g., the presence of grammatical gender in a lan-
guage affecting gender representations; see Sato et al., 2013), to the 
concreteness of the language used (e.g., ingroups being described 
more abstractly than outgroups when performing positive actions; 
Maass et al., 1989; Semin & Fiedler, 1992), to the part of speech 
used (e.g., group cues presented through nouns rather than adjec-
tives lead to stronger stereotype-congruent inferences; Carnaghi 
et al., 2008). The study of stereotypes through explicit person de-
scriptions, in particular, has one of the longest traditions within so-
cial psychology (Bergsieker et al., 2012, Study 4; Katz & Braly, 1933). 
However, to date, no comprehensive instruments for the analysis of 
text data have been developed in the area. This article provides such 
an instrument for measuring several relevant dimensions of content.

The stereotype content model (SCM; Fiske et al., 2002), a well-
known current framework, proposes that people primarily use two 
dimensions to think about individuals and groups: warmth (i.e., is 
this target a friend or a foe?) and competence (i.e., can this target 
act on their intentions?). A large body of research has corrobo-
rated that evaluations along these dimensions occur cross-cultur-
ally (Fiske, 2018). The combination of the two core dimensions also 
predicts intergroup emotions and behavioral tendencies (Cuddy 
et al., 2007).

More recent models of stereotype content have either defined 
different facets of warmth and competence, or proposed novel, 
distinct dimensions of stereotype content. For example, Abele 
and colleagues (2016) suggest subdividing Warmth (also called 
Communion) into friendliness/sociability and morality facets and 
Competence (also called agency) into ability and assertiveness (see 
also Ellemers, 2017; Goodwin, 2015). The recent Agency-Beliefs-
Communion model (ABC; Koch et al., 2016) introduces beliefs (i.e., 
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religious-secular beliefs and political orientation) and status. Thus, 
stereotype content dimensions are still contested, and open-ended 
data could shed some light on this issue.

3  | TE X T ANALYSIS IN STEREOT YPE 
CONTENT

The stereotype content literature has so far largely relied on tra-
ditional metrics of measurement, in particular Likert-type scales 
measuring how much a social group allegedly possesses a par-
ticular dimension of content. A couple of studies (Decter-Frain & 
Frimer, 2016; Dupree & Fiske, 2019) have used some LIWC dic-
tionaries to measure warmth (e.g., the family and friend dictionar-
ies) and competence (e.g., the work and achievement dictionaries). 
However, because these dictionaries were not designed to meas-
ure those constructs, they may cover both a small subset of ap-
propriate words and correlated constructs rather than the target 
concepts. For example, the LIWC affiliation dictionary includes 
words such as friend or friendly, but not low-directional antonyms 
(e.g., enemy or unfriendly). In the absence of a specialized indica-
tor or separate dictionary for the antonyms of these dimensional 
constructs, text data that include responses along the whole di-
mension (such as stereotypes) will suffer from lack of coverage 
or loss of information, depending on the application. Finally, a 
recent study (Pietraszkiewicz et al., 2018) developed dictionaries 
of communion (similar to warmth) and agency (similar to compe-
tence) using the LIWC development approach, but these included 
only a subset of possible words (e.g., only high directional), did not 
provide explicit indicators for the different facets of these dimen-
sions, and did not cover other stereotype dimensions.

For an area such as stereotype content, where responses go 
beyond a small set of categories, to a large number of possible 
nouns and adjectives, developing a more comprehensive instru-
ment becomes even more vital to faithfully characterizing text 
content. Potentially, this instrument could expand current theoret-
ically derived models of social cognition by exploring open-ended 
responses in controlled experiments, in addition to examining ste-
reotype content in multiple untapped sources of text data online. 
For example, Fiske et al. (in press) argue that stereotypes obtained 
through open-ended and text measures may differ from tradi-
tional scale-based stereotypes, providing information into which 
stereotypes are more central to social groups’ representation and 
improving predictive models of discrimination arising from stereo-
typing. For example, while traditional scale ratings of Warmth and 
Competence would place Doctors and Nurses as similarly high on 
both dimensions, spontaneous text responses (e.g., coded through 
dictionaries) suggest that Warmth is more representative of the 
stereotype content of Nurses while Competence is more repre-
sentative of the stereotypes of Doctors. Furthermore, this type 
of information derived from text responses significantly improves 
predictions of attitudes toward social groups (see Nicolas et al., 
2020). Others argue that stereotypical explicit person descriptions 

extracted from large online corpora (e.g., social media) may some-
times function more like implicit than explicit stereotypes mea-
sured in traditional laboratory scales (Kurdi et al., 2019). These 
kinds of theoretical advances are greatly facilitated, and some-
times only possible, through the use of automated methods de-
pendent on the existence of valid stereotype content dictionaries. 
In fact, the simple exploration of the structure of dictionaries in 
this article may provide some insights into the structure of stereo-
types in natural language, as we briefly explore.

In this article, we introduce novel stereotype content dictionar-
ies that fill a void in the study of stereotyping in text. We develop 
these dictionaries using an approach (incorporating some natural 
language processing methods in novel ways) that is described in the 
text and made available through an R package for other researchers 
to use when developing dictionaries for other constructs of their in-
terest. Finally, we use traditional and emergent techniques to eval-
uate the coverage, reliability, and validity of the dictionaries. This 
new approach provides a complementary way to automatize many 
processes, in order to facilitate new dictionaries that are also less 
coder-reliant, may handle more words, and address distinctive top-
ics, among other benefits. We make available helper functions used 
to create dictionaries using this approach in the R package Semi-
Automated Dictionary Creation for Analyzing Text (SADCAT), available 
at https://github.com/ganda lfnic olas/SADCAT. The package also 
contains functions to code text into the stereotype content dictio-
naries developed here. All data and code for the analyses presented 
here are also available at https://osf.io/yx45f/ ?.

4  | COVER AGE , RELIABILIT Y,  AND 
VALIDIT Y

Dictionary creation aimed to achieve three indicators of quality: cov-
erage, internal reliability, and convergent validity.

4.1 | Coverage

A traditional psychological scale can measure a construct with a few 
items sampled from a larger pool of intercorrelated items without 
wasting any data. However, with text measures, where participants 
choose the items (i.e., words) they wish to convey about the con-
struct, a larger pool of items is needed to code the participants’ re-
sponses. Coverage refers to the proportion of possible participant 
responses that is covered by the dictionary (i.e., the pool of items). 
Coverage will be domain-dependent. Thus, our dictionaries aim to 
explain a majority of participants’ responses when prompted to pro-
vide stereotype content of social groups (i.e., stereotypes). Here, we 
use WordNet (Miller, 1995), a lexical database with semantic rela-
tions between words, in order to automatically expand an initial set 
of words into their synonyms, antonyms, etc., to increase the cover-
age of open-ended stereotypes provided by a sample of American 
respondents.

https://github.com/gandalfnicolas/SADCAT
https://osf.io/yx45f/?
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4.2 | Internal reliability

We refer to internal reliability as the consistency and intercorrela-
tions of the pool of items that make up the dictionaries. In other 
words, reliability measures whether words within a dictionary bear 
higher semantic similarity than words in different dictionaries. To 
measure semantic similarity, we adapt recent methods in natural 
language processing (Mikolov et al., 2013; Pennington et al., 2014) 
to generate numeric vector representations of text data. Obtaining 
pairwise similarities from these vectors enables calculations of tra-
ditional metrics of internal reliability, such as the average inter-item 
“correlation” (in this case average cosine similarity) or Cronbach's 
alpha.

4.3 | Validity

Validity is relatively straightforward as it is most similar to scales. 
Using the dictionaries allows us to code the construct of interest 
from participants’ responses, which may then correlate with other 
constructs expected to be theoretically related (i.e., convergent valid-
ity) or unrelated (i.e., divergent validity). Here we test validity against 
multiple data sources and compare our comprehensive dictionaries 
with existing dictionaries used to measure stereotype content in text.

We note that the current dictionaries are validated for the do-
main of explicit person descriptions. This is one of the most relevant 
and widely studied topics in social psychology, ranging from studies 
on social group stereotypes (see Fiske et al., 2010) to face impres-
sions (see Todorov, 2017). Explicit and blatant stereotyping is very 
much alive and widespread (e.g., Kteily & Bruneau, 2017; Roberts & 

Rizzo, in press), and these instruments aim to measure their use in 
experimental and online settings. However, based on factors such 
as social desirability, text data may instead portray stereotypes im-
plicitly or indirectly, or may provide information on the author rather 
than targets described in text. Our dictionaries may likely be use-
ful for these applications as well (e.g., based on correlations with 
dictionaries more explicitly designed to measure such indicators, 
Pietraszkiewicz et al., 2018), but future validation of these applica-
tions is necessary.

5  | DIC TIONARY CRE ATION OVERVIE W

Dictionaries evolved through an iterative process that subsequent sec-
tions will explain, and that is summarized in a flowchart in Figure 1. To 
anticipate: In Study 1 we identified from the literature words covering 
relevant stereotype and person perception dimensions, forming an ini-
tial set of seed words dictionaries. In Study 2 we collected stereotype 
content text data to test how much the initial seed words accounted for 
participants’ responses (i.e., coverage). In Study 3, we used WordNet 
to expand the seed words to a larger dictionary. We iterated the pro-
cess of testing coverage and adding words until we reached a good 
proportion of dictionary coverage. After completing the dictionaries, 
in Study 4 we tested dictionary reliability using the similarity metrics 
discussed above. Finally, we tested the validity of the dictionaries in 
four ways. First, we explored the convergent and discriminant validity 
of our dictionaries in comparison to existing dictionaries that meas-
ure related constructs (Study 5). Second, we tested validity in relation 
to scale ratings, that is, whether experimentally requested responses 
coded with our dictionaries correlated with stereotypes measured by 

F I G U R E  1   Flowchart and summary of procedures and results
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TA B L E  1   Example words for each seed dictionary

Dimension Term Direction

Sociability Sociable High

Sociability Unsociable Low

Sociability Friendly High

Sociability Unfriendly Low

Sociability Warm High

Sociability Cold Low

Sociability Liked High

Sociability Disliked Low

Sociability Outgoing High

Sociability Shy Low

Morality Moral High

Morality Immoral Low

Morality Trustworthy High

Morality Untrustworthy Low

Morality Sincere High

Morality Insincere Low

Morality Fair High

Morality Unfair Low

Morality Tolerant High

Morality Intolerant Low

Ability Competent High

Ability Incompetent Low

Ability Competitive High

Ability Uncompetitive Low

Ability Intelligent High

Ability Unintelligent Low

Ability Able High

Ability Unable Low

Ability Educated High

Ability Uneducated Low

Assertiveness Confident High

Assertiveness Diffident Low

Assertiveness Assertive High

Assertiveness Unassertive Low

Assertiveness Independent High

Assertiveness Dependent Low

Assertiveness Active High

Assertiveness Inactive Low

Assertiveness Determined High

Assertiveness Doubtful Low

Status Wealthy High

Status Poor Low

Status Powerful High

Status Powerless Low

Status Superior High

(Continues)
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scales (Study 6). Then, we tested validity in relation to human ratings, 
that is, whether human coders identified the semantic meaning of each 
dictionary from a small subset of its items (Study 7). Finally, we used 
the dictionaries to code for real-world data and correlate these with 
human coding along the dimensions (Study 8).

In these studies, we report all measures, manipulations and ex-
clusions. Depending on the within-subject variance, power analyses 
for all studies reveal over 80% power to detect small effects of r or f 
between 0.1 and 0.2 in our main tests. Sample size was determined 
before any data analysis. All validity studies with human subjects 
were approved by the University ethics committee, and adhered to 
the ethical guidelines specified in the APA Code of Conduct and the 
US Federal Policy for the Protection of Human Subjects (including 
informed consent, right to withdraw, and debriefing).

6  | STUDY 1:  CRE ATING SEED 
DIC TIONARIES

In Study 1, we identify stereotype content dimensions that have 
been previously formalized in stereotype content models and create 
initial, theory-driven seed dictionaries.

6.1 | Methods

We reviewed the literature (Abele et al., 2008, 2016; Fiske 
et al., 2002; Koch et al., 2016; Oosterhof & Todorov, 2008; 
Wojciszke et al., 2011) for lists of words used to measure friendli-
ness/sociability, morality/trustworthiness, ability, assertiveness/
dominance, status, political beliefs, and religious beliefs in relation 
to social groups. For every word, if not already included, we also 
obtained its antonym.

6.2 | Results

The final seed dictionaries consisted of 341 distinct words, with 
their corresponding theoretical direction (i.e., high or low on their 
corresponding dimension, based on how they were labeled in the 
reviewed literature). See Table 1 for example words; for a full list 
see online repository. Because words can have multiple senses 
(e.g., warm can refer to psychological or physical warmth) the re-
searchers independently went through the list of seed words and 
decided on the most appropriate sense(s), based on their part of 
speech, definition, and example sentences, which resulted in a list 

Dimension Term Direction

Status Inferior Low

Status Influential High

Status Uninfluential Low

Status Successful High

Status Unsuccessful Low

Politics Traditional High

Politics Modern Low

Politics Conventional High

Politics Unconventional Low

Politics Conservative High

Politics Liberal Low

Politics Republican High

Politics Democrat Low

Politics Narrow-minded High

Politics Open-minded Low

Religion Religious High

Religion Irreligious Low

Religion Christian High

Religion Muslim High

Religion Jewish High

Religion Atheist Low

Religion Secular Low

Religion Believer High

Religion Nonbeliever Low

Religion Skeptic Low

TA B L E  1   (Continued)
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of 455 senses. The final senses were those which two of the re-
searchers agreed on, 90% of the total senses selected by either of 
the two researchers.

Dictionaries were mostly balanced in terms of high and low 
senses, but there were some slight imbalances such as more low (vs. 
high) Morality words and more high (vs. low) Ability words. Note that 
by high and low we do not mean valence: It is simply an indicator of 
which end of the antonymy dimension the word refers to; whether 
one or the other antonym is coded as high versus low is arbitrary. 
For example, we coded beliefs as ranging from progressive to tra-
ditional, and thus high direction in this dictionary means that the 
word is more about traditional beliefs than progressive beliefs. For 
more information about the seed dictionaries please refer to the 
Supplement.

6.3 | Summary

In an initial theory-driven and human-dependent step, we col-
lected from the literature small dictionaries containing seed words 
for the constructs of stereotype content. These seed word diction-
aries would be expanded in subsequent steps to obtain the final 
instruments.

7  | STUDY 2:  SEED DIC TIONARIES 
COVER AGE

In Study 2 we perform an initial test of coverage on development 
data. That is, we explore how many of participants’ open-ended ste-
reotypes about salient U.S. social groups are accounted for by our 
seed dictionaries.

7.1 | Methods

Development data allowed for initial tests of coverage and valid-
ity of the dictionaries. The development data consisted of a sur-
vey (N = 201, Mage = 37.8, 55% female; 85% White, 6% Black, 3% 
Hispanic, 3% Asian) asking for participants’ spontaneous thoughts 
about characteristics that different social groups would have. We 
used a total of 20 social groups (e.g., “Asian”, “Elderly”, “Wealthy”), 
sampled from the literature, and showed five to each participant, 
in random order. Participants provided 10 open-ended single-word 
responses for each target. Next, participants saw the same social 
groups again and rated them on warmth (items: friendly, sincere) and 
competence (items: efficient, competent) using a scale ranging from 
1 (not at all) to 5 (extremely), as well as a measure of familiarity with 
the social group. Finally, participants completed some demographic 
questions.

The open-ended responses were preprocessed (e.g., lower 
cased, deleted grammatical signs; see Supplement).

7.2 | Results

As expected, the words used in the existing literature to describe 
content dimensions were not a good measure of the diversity of 
open-ended responses, accounting for only 20.2% of our devel-
opment data (6.2% of distinct responses). Mapping the content of 
spontaneous stereotypes requires accounting for most of the re-
sponses. However, open-ended responses allow for any number of 
synonymous terms that have not been exhaustively listed in previ-
ous studies. For instance, even though we were able to find in the 
literature words such as thief referring to morality, other synonyms 
such as robber were absent. For this reason, in the next study we 
expand the dictionaries using WordNet to improve coverage.

7.3 | Summary

In this study we tested how many spontaneous stereotypes 
provided by a sample of American participants in response to a 
salient sample of social groups were covered by our seed dic-
tionaries. This coverage was very low, meaning that deploying 
the seed dictionaries to analyze laboratory or online text data 
would result in large amounts of missing data and undercounting 
of construct-relevant words. In the next study we address this 
limitation.

8  | STUDY 3:  E XPANSION AND FINAL 
DIC TIONARIES

Given the low coverage of the seed dictionaries, in Study 3, we use 
WordNet (Miller, 1995) to automatically expand the seed dictionar-
ies and improve coverage.

8.1 | Methods

Although one could manually gather many words using suggestions 
from field experts, that labor- and time-consuming method would 
be limiting. WordNet offers one automated way to obtain a large 
pool of items by adding words that are semantically associated with 
a smaller pool of seed words obtained from the literature. WordNet 
(Miller, 1995) is a large lexical database for the English language. The 
database contains metadata about English words, including part-of-
speech (i.e., noun, adjective, verb, and adjective), glosses (i.e., short 
definitions), and usage examples in sentences. Most importantly, 
WordNet distinguishes words’ different senses (e.g., warmth may refer 
to both psychological warmth and temperature), and these senses 
then associate with other words/senses through several relations 
such as synonyms and antonyms. Previous research in other fields 
has used WordNet to expand dictionaries (e.g., Maks et al., 2014). 
Here, we apply the procedure to the creation of Stereotype Content 
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Dictionaries, as well as formalizing the procedures in an R package 
(https://github.com/ganda lfnic olas/SADCAT) made available for re-
searchers to create other dictionaries of psychological constructs 
using this semi-automated approach. An in-depth explanation of the 
expansion procedures is offered in the Supplement.

After the first round of dictionary words expansion, we explored 
unaccounted-for words to identify some potential additional topics 
and used WordNet to expand on these topics. A few specific unac-
counted-for responses were added manually to a catch-all dictionary 
with words that denoted lack of knowledge (e.g., “I don't know” or 
“?”). We note that some items in the dictionaries contain multiple 
words, as WordNet includes some multiple-word entries (e.g., for 
disease names). Unlike traditional stereotype content models (e.g., 
Fiske et al., 2002), which focus on two or three dimensions believed 
to be primary, the goal here was to create dictionaries with high 
coverage for stereotype content, including dimensions that may be 

used less often than the theoretical dimensions, resulting in this da-
ta-driven step. For a follow-up on this topic, see Nicolas et al. (under 
review). Additional versions of the dictionaries (e.g., shorter ver-
sions) are discussed in the Supplement.

8.2 | Results

The final dictionaries contained 14,449 words across 28 dictionar-
ies. Final dictionaries varied in length from seven (lack of knowledge) 
to 2,402 (morality) preprocessed words (see Table 2 for descriptives, 
and online repository for full dictionaries). Differences in length may 
to a small degree reflect biases in WordNet or seed list, but most 
likely reflect differences in the semantic generality of the dimensions 
(see Fellbaum, 1998). For example, morality encompasses a wider 
set of related constructs in the WordNet network than concepts 

TA B L E  2   Dictionary characteristics

Dictionary Words High Low Pos Neg Preprocessed High Low Pos Neg

Sociability 1,210 505 430 0.21 0.24 1,148 479 421 0.21 0.24

Morality 2,523 477 1,865 0.14 0.19 2,404 458 1,791 0.14 0.19

Ability 999 611 303 0.2 0.14 950 590 298 0.2 0.14

Assertiveness 774 453 269 0.16 0.16 731 423 255 0.17 0.17

Health 1,477 39 1,432 0.07 0.22 1,427 35 1,384 0.07 0.22

Status 595 291 193 0.17 0.14 560 279 183 0.17 0.14

Work 2,051 NA NA 0.03 0.02 1,957 NA NA 0.02 0.02

Politics 400 87 109 0.08 0.09 391 86 107 0.08 0.09

Religion 818 784 30 0.06 0.05 804 771 30 0.06 0.05

Beliefs - other 119 NA NA 0.09 0.07 117 NA NA 0.09 0.07

Inhabitant 664 NA NA 0 0.01 657 NA NA 0 0.01

Country 312 NA NA 0 0.01 306 NA NA 0 0.01

Feeling 1,164 NA NA 0.2 0.3 1,088 NA NA 0.2 0.31

Relative 215 NA NA 0.04 0.02 214 NA NA 0.04 0.02

Clothing 602 NA NA 0.01 0.02 567 NA NA 0.01 0.02

Ordinariness 147 52 88 0.17 0.23 146 52 88 0.17 0.23

Body part 390 NA NA 0.03 0.03 353 NA NA 0.02 0.03

Body properties 349 NA NA 0.12 0.13 329 NA NA 0.12 0.13

Skin 59 NA NA 0.1 0.16 55 NA NA 0.09 0.17

Body covering 216 NA NA 0.01 0.04 208 NA NA 0.01 0.04

Beauty 223 168 47 0.3 0.13 208 155 46 0.31 0.13

Insults 40 NA NA 0.04 0.34 39 NA NA 0.04 0.35

STEM 781 NA NA 0.02 0.01 726 NA NA 0.02 0.01

Humanities 83 NA NA 0.09 0.02 80 NA NA 0.08 0.02

Art 404 NA NA 0.03 0.02 371 NA NA 0.03 0.02

Social groups 31 NA NA 0.06 0.06 31 NA NA 0.06 0.06

Lacks knowledge 7 NA NA 0.06 0.05 7 NA NA 0.06 0.05

Fortune 28 NA NA 0.25 0.19 27 NA NA 0.24 0.2

Note: Words are the original words obtained, including different forms of a word (e.g., plural and singular) while preprocessed words collapse across 
these by lemmatizing, deleting symbols, among others (see development data section for preprocessing procedures). High and Low refers to the 
number of words for each direction of the dictionary, when available. Valence (Pos: Positive, Neg: Negative) was obtained from SentiWordNet.

https://github.com/gandalfnicolas/SADCAT
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related to uncertainty. Some of these differences in semantic gen-
erality may be further explored for the generation of hypotheses on 
the linguistic nature of different stereotype contents.

For each word, we also obtained its SentiWordNet (Baccianella 
et al., 2010) valence. This metric indicates how positive or negative 
each word is, based on human coding. This differs from direction, 
which is specific to each dictionary (e.g., aggressive is low valence, i.e., 
it is evaluated as a negative trait, but high direction for the assertive-
ness dictionary, i.e., it indicates an assertive trait). For words with mul-
tiple senses, the direction and valence were averaged across senses.

The final dictionaries accounted for 77% of the development data 
responses, indicating a significant improvement in coverage from the 
WordNet expansion. Given the potential for overfitting to these spe-
cific data, in a confirmatory study (described later in the first validation 
study), the dictionaries accounted for 84% of the responses. Thus, the 
dictionaries can account for the vast majority of stereotype-relevant 
responses in traditional groups explored in stereotyping research.

8.3 | Summary

In this study we created the final dictionaries by expanding them 
into semantically related words in an automated fashion. The final 
dictionaries covered multiple dimensions of stereotyping, from 
Morality and Ability, to physical features. These expanded dictionar-
ies accounted for over three-quarters of the stereotypes of salient 
American social groups, suggesting they would be useful in minimiz-
ing missing data in the analysis of stereotypes from text.

9  | STUDY 4:  INTERCORREL ATIONS AND 
INTERNAL RELIABILIT Y

In this study we explore how some of the dictionaries intercorrelate 
and how internally reliable is each dictionary. Internal reliability in 

the context of dictionaries refers to the semantic internal consist-
ency of the dictionaries. That is, are words within a dictionary se-
mantically similar to each other?

9.1 | Methods

To numerically represent text and calculate semantic similarities we 
used word embeddings, which are numerical vector representations 
of words derived from models trained on large corpora of natural lan-
guage text (see Bengio et al., 2003; see Figure 2). The specific word 
embeddings used here are Word2Vec's model pretrained on Google 
News (Mikolov et al., 2013) and Glove’s model pretrained on the 
Common Crawl (Pennington et al., 2014; presented in Supplement). 
These vector representations encode each word's position in a mul-
tidimensional semantic space, derived from word co-occurrences in 
large corpora of text. The background model computations are be-
yond our scope but a brief explanation of the intuition behind train-
ing these models is provided in the Supplement.

If we then take two of these vectors representing two words in 
our dictionaries, we can measure their semantic similarity by calcu-
lating their cosine similarity (e.g., Kenter & De Rijke, 2015). Cosine 
similarity can be interpreted similarly to a Pearson correlation, with 
larger numbers indicating more similarity. In theory, cosine similarity 
can range from −1 to 1, but for word embeddings the values tend to 
be high for words in a common domain, such as words used to de-
scribe people, as in our dictionaries. Using this metric, we may obtain 
high similarity for words such as river and ocean, as they are seman-
tically related, and lower scores for words such as river and stove. 
Others have recently noted the novel technique described here 
for internal reliability as a measure of semantic coherence (Garten 
et al., 2018), but not directly for the purpose of evaluating dictio-
nary quality. In order to obtain correlation measures for the different 
dictionaries, we computed their numeric representation using the 
previously described word embeddings. Specifically, we obtained 
the vectors for each dictionary's word and averaged them, which 
resulted in a vector representation for the dictionary, allowing us to 
calculate cosine similarities between them.

Alternatively, one can use traditional Cronbach's Alphas to assess 
reliability. We used the previously described measures of similarities 
as the inter-item correlations and applied the formula for alpha (as 
described in Chakrabartty, 2018).

9.2 | Results

We present a subset of dictionary intercorrelations (using cosine 
similarities derived from Word2vec's pretrained model) in Table 3. 
Additional similarities are included in the Supplement. These results 
show general patterns such as higher similarity between Beliefs 
and Warmth (vs. Competence) that replicate previous laboratory 
findings (e.g., association between Progressive-Conservative be-
liefs and Warmth; Koch et al., 2020) in a natural language corpus. 

F I G U R E  2   Hypothetical two-dimensional word space, with 
vectors representing different words. Cosine similarity is measured 
as the angle between vectors, and as shown, words used in similar 
contexts such as friendly and warm are more similar to each other 
than to words used in other contexts (e.g., stove and cook)
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These results also hint at other theoretical insights derived from 
the semantic relatedness of these stereotype contents in natural 
language. For example, Deviance-related words were more closely 
associated with Competence than Warmth, suggesting that, at 
least in the natural language corpora used here, descriptions about 
targets’ distinctiveness tend to be more semantically related to 
the Abilities and Agency domains than the Morality and Sociability 
domains. We present this as a hypothesis-generating secondary 
finding derived from the development of instruments through our 
automated procedure.

A straightforward inferential test for the internal reliability of dic-
tionaries is to check whether the average pairwise similarity between 
words from the same dictionary is larger than the average pairwise 
similarity between words from different dictionaries. Indeed, using 
the pretrained Word2vec’s model similarities such a test reveals 
that words within a dictionary are more co-similar (M = 0.177) than 
words between dictionaries (M = 0.097), t(29.14) = −8.69, p < .001, 
d = 1.67. This large effect size denotes the semantic consistency of 
the WordNet network, and therefore our dictionaries.

The results for Cronbach’s Alphas also indicated high internal 
reliabilities (> .9) for most dictionaries, with the exceptions of the 
“lacks knowledge” dictionary (.37) and “fortune” dictionary (.85), 
which had very few items found in the word embeddings model. 
We do note that alpha has some limitations as a measure of internal 
consistencies of dictionaries which are discussed in the Supplement.

9.3 | Summary

Our dictionaries showed remarkable internal consistency. Words 
within a dictionary were much more similar in meaning than words 
from different dictionaries. This pattern was also reflected in very 
high Cronbach’s Alpha scores. This suggests that indeed the diction-
ary words cluster together as necessary for a construct's indicators. 
Appropriate internal reliability allows for further explorations of va-
lidity in the following studies.

10  | STUDY 5:  VALIDIT Y A S REL ATED TO 
E XISTING INSTRUMENTS

In order to obtain estimates of convergent and discriminant validity 
in the context of existing dictionaries, we compare our dictionaries 
to the recently developed Communion (akin to Warmth) and Agency 
(akin to Competence) dictionaries (Pietraszkiewicz et al., 2018), as 
well as some of the LIWC dictionaries (Pennebaker et al., 2015). We 
expected to find that our Warmth and Competence dictionaries cor-
relate with the Communion and Agency dictionaries, while some of 
our additional dictionaries correlate with relevant LIWC dictionar-
ies (e.g., our Religion dictionary with LIWC’s Religion dictionary). We 
also expected lower correlations with theoretically unrelated dic-
tionaries, such as LIWC’s Numbers dictionary (including words such 
as dozen or nine).TA
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10.1 | Method

We adapted the procedure employed by Pietraszkiewicz and col-
leagues for this study, as well as using their Communion/Agency 
dictionaries.1

The Communion/Agency and LIWC dictionaries contain word 
stems that need to be expanded into sense-appropriate words 
(e.g., commun* into communion). In order to do this, we adapted 
Pietraszkiewicz et al.’s (2018) procedure of using the 2,500 most 
frequent words in a large English corpus (Google Web Trillion Word 
Corpus; Brants & Franz, 2006) as possible expansions.

In order to obtain correlation measures for the different dictionar-
ies, we computed their numeric representation using the previously de-
scribed word embeddings. Specifically, we obtained the vectors for each 
dictionary's word and averaged them, resulting in a vector representa-
tion for the dictionary. With this information, we could obtain the cosine 
similarity between different dictionaries. Most of the dictionaries we 
developed had no appropriate existing comparison, but those that did 
include: Warmth and Communion (Pietraszkiewicz et al.); Competence 
and Agency (Pietraszkiewicz et al.); Status and Power (LIWC); Religion 
and Religion (LIWC); Health and Health (LIWC); Appearance and Body 
(LIWC); Work and Work (LIWC); and we included LIWC’s “numbers” dic-
tionary for an irrelevant comparison to all dictionaries.

10.2 | Results

As expected, corresponding dictionaries had higher similarities than 
non-corresponding dictionaries. Results based on word2vec em-
beddings are shown in Table 4. As shown, our dictionaries showed 
the highest similarity to their corresponding theoretical constructs 

measured by similar instruments. For example, Competence is more 
similar to Agency (cosine similarity = .61) than other dimensions and 
Warmth is most similar to Communion (.57). As a comparison, our 
dictionaries are dissimilar to theoretically irrelevant dictionaries, 
such as LIWC’s numbers (on average around .1). Additional co-sim-
ilarities between other dictionaries which also support our conclu-
sions are presented in the Supplement.

10.3 | Summary

To summarize this first validation study, we found evidence that our 
dictionaries correlate with existing, theoretically relevant, dictionar-
ies, providing evidence for convergent validity and situating our dic-
tionaries in relation to current measures. Similarly, our dictionaries 
showed much lower similarity to theoretically irrelevant constructs, 
such as number words.

11  | STUDY 6:  VALIDIT Y A S REL ATED TO 
R ATING SC ALES

Given that scales are the traditional and most commonly used way 
of gathering information in psychology, we next tested how our 
dictionaries related to scale stereotype ratings of social groups. For 
each social group, in addition to seven open-ended responses, we 
collected participants’ Likert-type ratings on stereotype content di-
mensions of warmth, competence, and beliefs. We planned to test 
how well the scale ratings were predicted by our sociability, moral-
ity, ability, assertiveness, beliefs, and status dictionaries, all of which 
have been linked to these dimensions in the literature.

11.1 | Method

Participants (N = 251) were recruited through Amazon Mechanical 
Turk (Mage = 33.3, 52% female; 76% White, 10% Black, 5% Hispanic, 
4% Asian).

 1We identified one additional set of Agency and Communion dictionaries (Hart, 
Sedikides, Wildschut, Arndt, Routledge, & Vingerhoets, 2011), but these were not fully 
reported in a research article establishing their reliability and validity, and are not as 
recent as the Pietraszkiewicz and colleagues set we use for comparison. The Agency/
Communion dictionaries showed convergent validity with, for example, related 
dictionaries (e.g., LIWC’s Affiliation dictionary for Communion) and social groups’ 
stereotypes in a media source.

TA B L E  4   Correlations between our dictionaries and corresponding existing measures

Communion Agency Power Religion Health Body Work Numbers

Warmth .57 .48 .52 .56 .36 .43 .42 .12

Competence .49 .61 .57 .45 .41 .43 .50 .18

Status .51 .57 .66 .51 .34 .38 .48 .28

Religion .34 .22 .37 .79 .31 .36 .29 .08

Health .24 .24 .31 .29 .64 .51 .28 .16

Appearance .24 .28 .36 .43 .36 .75 .26 .14

Work .42 .36 .59 .48 .39 .46 .53 .19

Note: The first column shows a subset of our dictionaries and the subsequent ones indicate the comparison dictionaries from the Agency/
Communion dictionaries and LIWC. In bold, in the diagonal, are the congruent dictionaries we expected to show the highest scores (row-wise). 
Indeed, this is what the results indicate. Numbers serves as an irrelevant comparison, confirmed by the low similarity of this dictionary to all other 
dictionaries. All values are cosine similarities, with larger numbers indicating higher similarities. Values can theoretically range from −1 to 1.



Comprehensive stereotype Content diCtionaries using a semi-automated method      |  189

In an initial block, participants saw a sample of four social 
groups, from the same social groups as the development data. The 
instructions read: “Please indicate how the following people are 
viewed by society. Please note that we are not interested in your 
personal beliefs, but in how you think these people are viewed by 
others.” They were also told to use one word per box, two maxi-
mum, and then saw the prompt “As viewed by society, what are 
the characteristics of a person who is…” followed by the social 
group and seven boxes for responses. These responses were pre-
processed in the same way as those from the development data.

In a second block, they saw the same groups, but rated them on 
scales. The prompt read “Please indicate how the following people 
would be viewed by society. Please note that we are not interested in 
your personal beliefs, but in how you think these people are viewed by 
others.” This was followed by “To what extent would most individuals 
in our society view a person who is (social group) as…” and a 1 (not at all) 
to 5 (extremely) scale for the items “Friendly/Sociable”, “Trustworthy/
Moral”, “Self-confident/Assertive”, “Competent/Skilled”, “Wealthy/
High-status”, “Politically conservative”. “Religious”. These items cor-
responded to the facets of sociability, morality, assertiveness, ability, 
status, politics, and religion. To form indexes, “Friendly/Sociable” and 
“Trustworthy/Moral” were combined for warmth (alpha = .76), “Self-
confident/Assertive” and “Competent/Skilled” were combined for 
competence (alpha = .86), and “Politically conservative” and “Religious” 
were combined for beliefs (alpha = .7). After these blocks, participants 
completed demographic questions.

Analyses were mixed-effects models with participants and social 
groups as random factors, and observations were each participant’s 
responses to a group (i.e., averaging across the seven responses for 

the text data). In terms of relevant variables, note that while scales 
measure only direction (e.g., low to high competence in a 5-point 
scale), our theory-driven dictionaries measure as separate variables 
both prevalence and direction. Prevalence refers to the number of 
words related to the dimension (e.g., out of a participant's seven 
responses, more competence-related words indicate higher prev-
alence of competence). Direction refers to the antonymy dimen-
sional end of the word. Words high on a dimension (e.g., friendly for 
Warmth) were coded as 1 for that dimension's direction, and words 
low on the dimension (e.g., unfriendly for Warmth) were coded as 
−1. If direction was unknown it was coded as 0, and if the response 
was not in the dictionary, it was coded as missing. Thus, dictionary 
direction variables ranged from −1 to 1. If the dictionary is valid, dic-
tionary direction should predict scale ratings: the higher the direc-
tion score, the higher the scale score. In the main text we present 
only the direction results, and in the Supplement, we include results 
including prevalence, as well as a comparison with the previously 
introduced Communion and Agency dictionaries (Pietraszkiewicz 
et al., 2018). Both these results support the incremental validity of 
these dictionaries.

11.2 | Results

We found the expected patterns of results, with all dictionary di-
rection indicators predicting scale ratings. For example, responses 
coded as high warmth significantly predicted higher scale rat-
ings on warmth dimension (r = .36, p < .001). Responses coded 
as high competence significantly predicted higher scale ratings 

Outcome Predictor Beta t df p
Marg. 
R2

Warmth Warmth 0.36 11.99 756.99 <.001 .14

Warmth Morality 0.422 11.5 591.88 <.001 .182

Warmth Sociability 0.337 9.37 471.24 <.001 .12

Competence Competence 0.302 10.15 832.41 <.001 .115

Competence Ability 0.242 6.46 618.71 <.001 .068

Competence Assertiveness 0.294 8.52 593.62 <.001 .1

Morality Morality 0.391 11.1 593.9 <.001 .161

Sociability Sociability 0.329 8.25 477.87 <.001 .116

Ability Ability 0.274 7.14 611.61 <.001 .091

Assertiveness Assertiveness 0.265 6.94 591.31 <.001 .081

Beliefs Beliefs 0.155 2.3 224.3 .022 .027

Beliefs Politics 0.191 2.62 181.51 .01 .04

Beliefs Religion 0.285 2.12 43.95 .039 .091

Politics Politics 0.23 3.05 185.79 .003 .056

Religion Religion 0.175 1.41 42.12 .167 .038

Note: Outcomes are scales and predictors are the dictionary direction. Models with religion as 
variable either needed further simplification (e.g., deletion of random intercepts for group), or were 
not computable, due to the low number of responses related to religion, such as in the case of 
interaction effects. Marginal R2 are provided for the models.

TA B L E  5   Prediction of scales by 
dictionaries’ direction and direction by 
prevalence interaction
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on competence dimension (r = .30, p < .001). See Table 5 for all 
direction results. We note however that the religion direction in-
dicator was not significant for predicting the religion item. This 
was probably due to the low rate of religion-related open-ended 
responses, which greatly lowered the useable data for models with 
this variable. Also as expected, informal observations of cross-
dictionary models (e.g., competence direction predicting Warmth 
scales) showed smaller and/or non-significant results compared 
to models for congruent dimension dictionaries (see Supplement). 
Additional secondary and potentially hypothesis-generating ob-
servations include the finding that scaled Warmth was better pre-
dicted by the Morality (vs. Sociability) spontaneous stereotypes 
(in line with models arguing for the priority of the Morality facet; 
e.g., Ellemers, 2017; Goodwin, 2015).

11.3 | Summary

Results from this study support the validity of our main Warmth and 
Competence dictionaries. We found that these dictionaries applied 
to open-ended stereotypes of social groups predicted how these so-
cial groups were rated using traditional numerical scales. This finding 
suggests that the dictionaries indeed capture judgments of warmth 
and competence in the context of social groups.

12  | STUDY 7:  VALIDIT Y A S REL ATED TO 
HUMAN JUDGMENT

A third test of validity used human ratings of thematic identifica-
tion to study the extent to which the dictionary words reflect human 
semantic judgments. Specifically, we expected to show that human 
coders appropriately identify words from a dictionary as belonging 
to it.

12.1 | Method

Participants (N = 245) were recruited through Amazon Mechanical 
Turk (Mage = 33.3; 61% male; 78% White, 9% Black, 6% Asian, 2% 
Hispanic). Participants saw 13 blocks, each of which presented a 
random sample of six words of a dictionary. Instructions asked par-
ticipants to identify the common theme of the six words and to rate 
on a scale from 1 (Not at all) to 6 (Extremely) how well they fit into a 
condensed list of our dictionaries, in lay terms: sociability/friendli-
ness, morality/trustworthiness, confidence/autonomy, ability/skill, 
socioeconomic status, political or religious beliefs, health, work/
professions, body properties/parts/appearance, familiarity/family, 
feelings/emotions, and geography. Participants were told to con-
sider words from both directions (e.g., both morality and immorality) 
to refer to the same theme and were asked to base their responses 
on the objective meaning of the words rather than personal opinion.

Validity in this case is indexed by whether human coding of the 
content of a dictionary's words matches the construct they are in-
tended to measure, and to a higher extent than constructs they are 
not intended to measure. Analyses consisted of a series of mixed 
models (participants as random intercepts), one for each dictionary. 
Thus, for example, the morality model was based on data from the 
block which showed items from the morality dictionary, and so on 
for all other dictionaries. Because each block had 12 questions, one 
for each dictionary label (e.g., morality/trustworthiness, confidence/
autonomy), each of these questions (or labels) became a level in a 
contrast-coded predictor. The response to each question was the 
outcome variable, allowing us to statistically compare the mean re-
sponse for each question, for each dictionary. Thus, for example for 
the morality model, using words from the Morality dictionary, we 
could statistically compare if coders had higher ratings for the mo-
rality/trustworthiness item than for the other 11 items.

12.2 | Results

Analyses largely supported the expected patterns. Given the large 
number of tests, results are summarized in Table 6. In general, the 
congruent score for each dimension was significantly higher than 
the score for all other incongruent dimensions. For instance, human 
coders rated words randomly sampled from the Ability dictionary to 
refer more to the concept of Ability (M = 3.77) than the concepts of 
Morality (M = 2.73) or geography (M = 2.47), ps < 0.001. Exceptions 
were only for the Sociability and Assertiveness dictionaries, where 
scores on the emotion response option were not significantly lower 
than scores on the congruent dimensions. Possibly, sociability and 
assertiveness are simply more highly correlated to emotional words; 
for example, the Stereotype Content Model posits that stereo-
types trigger emotions (Fiske et al., 2002), such as others’ positive 
or negative emotions telling us about their friendliness, or because 
approach and avoidance emotions (see Elliot et al., 2013) relate to 
assertiveness. However, future studies could further explore this 
issue, and understand the overlap between these dictionaries when 
making inferences. In other words, at least on this metric of coder 

TA B L E  7   ICCs and models for natural language validity of the 
dictionaries

Dimension ICC Df Direction

Sociability 0.46 [0.36, 0.55] 349 .34*

Morality 0.33 [0.20, 0.44] 243 .26*

Ability 0.51 [0.41, 0.59] 416 .39*

Assertiveness 0.28 [0.14, 0.39] 253 .29*

Status 0.41 [0.30, 0.51] 403 .24*

Beliefs 0.65 [0.58, 0.70] 151 .09

Note: Direction results indicate the Pearson correlation between the 
coders ratings and the dictionary direction scores.
*p < .001. 
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identifiability, the dictionaries for sociability and assertiveness 
should be expected to also reflect emotional content.

12.3 | Summary

To reiterate, Study 7 provided evidence that human coders were 
able to identify the dimension that the dictionaries meant to meas-
ure from small samples of words from the dictionary. This provides 
evidence for the validity of the dictionaries as they are correctly 
identified by human coders.

13  | STUDY 8:  VALIDIT Y IN NATUR AL 
L ANGUAGE

In previous tests of validity, we have isolated the content words to 
test their semantic validity in relation to the construct of interest. 
This isolated use of the words is also useful in an experimental set-
ting where researchers may ask for single-word responses. However, 
much of the use given to dictionaries is on natural language data in 
longer formats (e.g., social media posts; Nicolas et al., 2019), where 
the words are not isolated but rather parts of sentences. Thus, it is 
important to test the validity of the dictionaries in the context of 
longer texts, as this is one of the most relevant uses of the instru-
ment. In order to do this, we collected obituaries from the web and 
analyzed them using our dictionaries. Subsequently, we predicted 
human coders’ ratings of the obituaries along multiple dimensions, in 
order to evaluate the dictionaries’ validity.

13.1 | Method

We collected 500 obituaries from various newspaper websites in-
dexed by obituaries.com. Obituaries made an appropriate sample for 
several reasons. First, they are largely person descriptions, making 
them the most likely type of text for the dictionaries’ use. Second, 
they were likely to include multiples of the dimensions measured by 
the dictionaries (e.g., sociability, beliefs, status, health), allowing for 
validation of most dictionaries using the same sample. Finally, their 
format is highly standardized, allowing for removal of irrelevant in-
formation for more efficient coding and analysis.

To code the obituaries with the dictionaries, we used a similar 
strategy to the one used in Study 6. Specifically, we obtained a di-
rection score (ranging from −1 to 1) by matching all the words in each 
obituary to each dictionary and averaging them. For the human cod-
ing, we recruited two coders and asked them to code the dimensions 
for which we had a directional variable using the following scale, il-
lustrated with the sociability dimension: Based on the text, how un-
sociable–sociable do you believe the person described is? (1—not at 
all to 5—a lot; or NA if the text does not provide enough information 
to rate the target's sociability). This scale was used for sociability, 
morality (immoral-moral), ability (low-high ability), assertiveness 

(unassertive-assertive), status (low-high status), and beliefs (progres-
sive/non-religious-conservative/religious). Both coders rated all 500 
obituaries on all dimensions, allowing us to calculate their interrater 
reliability. The Intraclass Correlation Coefficients (for average fixed 
raters) are also reported in Table 7. The scores of the coders were 
averaged.

To test for validity, we ran a set of linear models predicting the 
human numerical direction code from the dictionary direction. 
Additional results including prevalence scores and comparison with 
the benchmark Communion and Agency dictionaries are presented 
in the Supplement and further establish the incremental validity of 
these and additional secondary dictionaries.

13.2 | Results

All the results are presented in Table 7. We found that, regardless of 
the model used, the dictionaries’ validity was supported. Specifically, 
we found that human perceptions of whether a dimension was high 
or low in a text correlated with the dictionaries’ coding of this direc-
tion. For instance, an obituary including descriptions of an individual 
such as “member of the national honor society” and “vice president 
of the … club” received very high scores on Socioeconomic Status 
from both the dictionary and human raters, while a text describing 
an individual as working in the food services industry received low 
scores on this metric from both the dictionary and the human coder. 
On average, this translated, for example, to a correlation of .24 be-
tween the Status dictionary and human coding, p < .001. The ex-
ception for the expected pattern was the Beliefs’ direction indicator 
not reaching statistical significance (although other indicators were 
significant, see Supplement), potentially as a result of a lower rate of 
Beliefs-related words resulting in more missing data in the model.

We note that a limitation of obituary data is that the person de-
scriptions tend to include mostly positive words, which could poten-
tially impact the estimates presented here. Nonetheless, as indicated 
by the significant direction results, our dictionaries were still able to 
capture the obituaries’ subtle valence variations (valence correlates 
with direction, see Supplement).

13.3 | Summary

In naturalistic data obtained from the internet, a potentially vast ap-
plication for these dictionaries, we find that indeed the dictionaries 
showed validity in predicting human coding of obituaries. Our dic-
tionaries were able to capture subtle variations in person evaluations 
in text along multiple dimensions of stereotype content.

14  | DISCUSSION

In this article we created novel stereotype content dictionaries that 
have excellent coverage, reliability, and validity. To do this, we used a 
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novel approach that is more automated than existing human-coded 
approaches and based on standardized sources such as WordNet 
and word embeddings models. Furthermore, we provided guidelines 
for the evaluation of text analysis instruments, including coverage, 
reliability, and validity.

14.1 | Summary of current studies

The field of stereotype content is ever-growing but suffers from a 
deficit of studies exploring open-ended stereotype responses, and 
a lack of access to online text data due to the limitations of current 
instruments. The current studies used the following steps to develop 
dictionaries for the measurement of stereotype content:

1. Creating Seed Dictionaries (Study 1): We identified 341 words 
for the literature-relevant constructs of sociability, morality/
trustworthiness, ability, assertiveness/dominance, status, and 
political and religious beliefs, as well as indicators of their 
direction (i.e., high or low on the dimensions). In our case, 
this was a fully theory-driven step, but it was complemented 
by data-driven dictionaries in the following steps.

2. Seed Dictionaries Coverage (Study 2): We collected development 
data in which participants provided open-ended stereotypes 
about social groups. We tested how many of their responses were 
covered by our seed dictionaries. Seed words accounted for only 
about 20% of participants’ stereotypes, an unacceptable level 
that prompted us to expand the dictionaries.

3. Expansion and Final Dictionaries Coverage (Study 3): We used 
WordNet to expand the seed words into fuller dictionaries. We 
also identified additional seed words from unaccounted-for re-
sponses and expanded those as well. The final version of the in-
strument has 28 dictionaries and 14,449 words. We also obtained 
the valence for all these words, in addition to direction for most 
of the dictionaries. The expansion of words resulted in over 80% 
coverage. We considered this coverage to be acceptable, and 
it was a considerable improvement on the existing items in the 
literature.

4. Internal Reliability Testing (Study 4): We obtained the pairwise 
similarities between all words in our dictionaries using word em-
beddings. These metrics indicated that words within dictionaries 
were more semantically similar than words between dictionaries, 
suggesting the expected internal consistency.

5. Validity testing (Studies 5–8): We found evidence for the va-
lidity of our dictionaries across four separate metrics. First, we 
established that an important subset of our dictionaries showed 
convergent and divergent validity based on pre-existing diction-
aries. Second, for the theory-driven dictionaries, we used open-
ended data to predict scaled warmth, competence, and beliefs 
ratings. These results showed that our dictionaries predicted so-
cial groups’ predicted warmth, competence, and beliefs. In a third 
study, we presented human coders with subsets of words from 
each dictionary and asked them to rate how much the subsets 

referred to different contents. Participants were able to place the 
words in the expected dictionary with great accuracy. In a final 
study, we validated the dictionaries using natural language text 
that is likely to be the target of the instrument in non-experimen-
tal settings. Thus, we successfully created and validated high-cov-
erage dictionaries in an area that lacked such instruments.

Text data is vital for new and renewing fields of psychology. 
Developments in machine learning fields such as natural language 
processing have opened the door for psychologists to tap into 
these so-far underused sources of information. Being able to iden-
tify constructs of interest in text and create instruments for their 
measurement will generate opportunities to expand the science 
by allowing us to ask new questions or extend previous findings 
to a wider variety of contexts of potential higher ecological valid-
ity. In fact, preliminary versions of these dictionaries have already 
been used in research including the study of spontaneous stereo-
typing (Nicolas et al., under review), how social opinions may leak 
through non-verbal gestures (Lakshmi, Fiske, & Goldin-Meadow, in 
prep.), and how stereotypical biases in investment decisions from 
social interaction verbal data (Hu & Ma, 2020). Boghrati and Berger 
(under review) used the preliminary dictionaries to study a quarter 
of a million songs over 50 years and found that women were less 
likely to be associated with competence traits in song lyrics, with 
relative improvements over decades, and with variations across 
genres. In the future, we expect these dictionaries to be useful in 
the study of first impressions from faces, schematic processing (e.g., 
does stereotyping a target along one dimension activate another?), 
and dual process theories (e.g., recent research suggests that ste-
reotypes extracted from online data resemble more implicit vs. ex-
plicit attitude processes; Kurdi et al., 2019). In practical terms, the 
dictionaries may also be useful, for example, in recognizing hate and 
discriminatory text online or biases in machine learning models (e.g., 
see Caliskan et al., 2017). Finally, we believe that the dictionary cre-
ation method used here and made accessible through the SADCAT 
package (https://github.com/ganda lfnic olas/SADCAT) will be useful 
in the creation of other needed dictionaries for psychological con-
structs in social and personality psychology (e.g., group entitativity, 
psychological essentialism beliefs). This is particularly the case given 
the increasing understanding that the digital behavioral footprint, 
including text data, must play a central (yet well-considered) role if 
we are to continue advancing our science (e.g., Boyd et al., 2020).

In this article we have created novel dictionaries for the mea-
surement of stereotype content, and described their properties, 
coverage, reliability, and validity. We have also provided a tutorial on 
how to create semi-automated dictionaries for the measurement of 
other psychological constructs in text data. Previous approaches in 
psychology heavily rely on multiple human judges to create the to-
tality of the dictionaries over multiple iterations of group discussion 
and subjective decisions, which is resource-intensive and time-con-
suming, and risks introducing selection biases based on a specific 
group of judges who might differ from other judges. On the other 
hand, the approach provided here largely automates the process, 

https://github.com/gandalfnicolas/SADCAT
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greatly reducing the time and resources necessary for the creation 
of the dictionaries. (We provide all the R code used here for readers 
to be able to implement the procedures for creating dictionaries of 
their own.)

The use of WordNet in the development of dictionaries has 
multiple other advantages. Given WordNet's multi-sense network 
it is possible to obtain valence scores for specific senses using 
SentiWordNet. While most sentiment analyses rely on the words, 
SentiWordNet provides different valence scores for each sense. 
This is important for many psychologically relevant words that share 
meaning with less psychologically relevant words, such as warmth, 
a central concept in the field of stereotype content illustrated here, 
which has multiple other meanings, including of course physical 
warmth. This advantage reduces noise in sentiment analyses when 
the context of interest is known. In addition, knowing the sense 
of a word allows for superior translation to other languages using 
tools such as Babelnet (Navigli & Ponzetto, 2012). Babelnet allows 
translation from WordNet senses into their corresponding sense in 
other-language WordNets. Translation can depend on context, and 
this is facilitated by WordNet's structure, otherwise requiring man-
ual translation by fluent speakers of the target language. Given the 
neglect of cross-cultural research, using WordNet and Babelnet to 
study text in multiple languages can provide a fruitful avenue for the 
generalizability of psychological findings. In fact, Spanish transla-
tions of the dictionaries using Babelnet on the corresponding senses 
are included in the R package as a preliminary instrument (pending 
further validation). Others have used automated methods to trans-
late, for example, the LIWC dictionaries (van Wissen & Boot, 2017), 
as well as multi-lingual research using methods such as topic mod-
eling and the Meaning Extraction Method to study issues rang-
ing from self-schemas to sexual assault experiences (see Chung & 
Pennebaker, 2019; Ikizer et al., 2019; Rodríguez-Arauz et al., 2017).

15  | LIMITATIONS AND FUTURE 
DIREC TIONS

Dictionaries, like any instrument, have limitations, particularly when 
used in long-format text data routinely found in most online sources 
such as social media. When dealing with sentences and paragraphs, 
a simple word-counting approach misses some of the sentence-level 
structure, potentially resulting in more noisy estimates. For exam-
ple, negations, modifiers, and sarcasm are missed by dictionaries in a 
word-counting approach (however, our last validation study demon-
strated that our dictionaries are valid measures of stereotype in long 
text, outperforming existing instruments). Additionally, context and 
domain-dependence may be issues when applying these dictionaries 
in text from different domains from those validated. Thus, validation 
context must be kept in mind when deploying dictionaries (see Van 
Atteveldt & Peng, 2018). Some words included in our dictionaries 
may not show face validity in certain contexts, and sense disam-
biguation may help. For example, our Morality dictionary includes 
the word setup (“an act that incriminates someone on a false charge”, 

see WordNet Online: https://wordn et.princ eton.edu/). However, in 
a context where other senses of setup (e.g., “equipment designed 
to serve a specific function”) are more common/appropriate, this 
may be problematic, particularly for frequent words. Combining 
dictionaries with modern word embeddings that incorporate some 
degree of sense disambiguation (e.g., Universal Sentence Encoder, 
Cer et al., 2018; these embeddings are included in the R package), in 
a way similar to that described in the Supplement, may be helpful for 
these purposes. Finally, we validated our dictionaries in four differ-
ent ways, but the focus for both development and validation was on 
their use as an instrument in explicit target impression descriptions 
(and not, for example, implied content, measurement of speaker 
traits or writing style, etc.).

Among other limitations, dictionaries provide categorical mea-
sures of a word's semantic association with an overarching topic. 
However, words differ in their prototypicality for the specified 
construct (e.g., in a dictionary for sociability, the word sociable may 
be more prototypical than the word extroverted) and may belong 
to multiple constructs simultaneously to different extents (e.g., 
the word extroverted may be classified as related both to sociabil-
ity and to assertiveness to different extents). To address some of 
the limitations of dictionaries, they can combine with additional 
natural language processing methods (e.g., see Supplement; Garten 
et al., 2018). Finally, a multi-method approach is recommended to 
study text data, when possible, to balance out potential biases in the 
dictionary creation process (e.g., biases in WordNet or other training 
data used for the creation of the models; e.g., Caliskan et al., 2017), 
to incorporate domain expertise from human coders, among other 
benefits of robustness checks.

16  | CONCLUSION

In this article, we created and validated novel stereotype content 
dictionaries that accounted for over 80% of the stereotypes of a 
representative sample of social groups. We also provide guidance 
and examples on how to import natural language processing meth-
ods, specifically WordNet and word embeddings, into the automa-
tion, creation, and evaluation of psychological text instruments. Text 
data open the possibilities to ask novel questions about behavior 
in the laboratory and beyond and may provide a way to improve 
both psychological theory and practice. We hope that the proce-
dures outlined here greatly facilitate the use of text data to comple-
ment traditional approaches in social psychology and the study of 
stereotypes.
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