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Abstract

This study introduces a data-driven taxonomy of stereotype
content in contemporary large language models (LLMs). We
prompt ChatGPT 4.5, ChatGPT 3.5, Llama 3, and Mixtral
8x7B, four recent and powerful LLMs, for the characteristics
associated with 87 social categories (e.g., gender, race, occu-
pations). We show that these prompts are reliable and valid,
predicting unrelated tasks such as storytelling about the tar-
gets. Using text embeddings and cluster analyses, we identify
14 dimensions (Ability, Appearance, Assertiveness, Beliefs,
Deviance, Emotion, Family, Geography, Health, Morality,
Occupations, Social categories, Sociability, and Status) in
LLMs’ stereotypes. This high-dimensional taxonomy reveals
both similarities (e.g., same set of dimensions) and differ-
ences (e.g., variation in prevalence of content) with human
stereotypes. In addition, we find that highly overlapping tax-
onomies emerge from analyses of personal and cultural ste-
reotypes, as well as across various LLMs. However, again,
some prompts and LLMs differ in how frequently specific di-
mensions appear in association with social categories. Our
findings suggest that LLMs’ stereotypes are high-dimen-
sional and auditing and debiasing would benefit from consid-
ering this complexity to minimize unidentified harm from re-
liance in low-dimensional views of bias in LLMs.

Code — https://osf.io/bwdcr/
Datasets — https://osf.io/bwdcr/

Introduction

Humans create and place each other into social categories
(e.g., in terms of gender, race, age, occupations) to simplify
and navigate the social world, often via potentially harmful
stereotypes (Macrae and Bodenhausen 2000). A stereotype
is defined here and in general psychological models as a
characteristic associated with a social category (e.g.,
through explicit beliefs, implicit associations; Bodenhausen
and Macrae 1998). These stereotypes vary in content, such
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as whether they are about a target’s moral traits, abilities, or
other characteristics (Abele et al. 2021). Recent studies have
used text analysis to describe the diversity of stereotypes
across social categories in human surveys (e.g., Nicolas,
Bai, and Fiske 2022). However, stereotype content dimen-
sions in contemporary Artificial Intelligence (AI) large lan-
guage models (LLMs) have not been systematically identi-
fied. A more comprehensive taxonomy of stereotypes in
LLMs is a critical first step for thorough auditing and effec-
tive debiasing of Al's social biases.

Current Study

Using data-driven cluster analyses, we present a taxonomy
of stereotype content in contemporary LLMs, identifying its
dimensions and their prevalence. We derive this taxonomy
based on the LLMs’ semantic associations with several U.S.
social category terms, focusing on generalizable stereotype
properties across social categories. We examine four recent
and widely used LLMs: ChatGPT 4.5 (primary LLM), and
ChatGPT 3.5 Turbo, Llama 3, and Mixtral 8x7B Instruct
(replication LLMs for a subset of analyses), providing con-
vergent evidence for the taxonomy.

We prompted the LLMs to list 50 characteristics associ-
ated with salient social categories in the United States. We
establish the reliability and validity of this approach, show-
ing that ChatGPT 4.5 draws from these associations in sto-
rytelling about the social categories, an unrelated task that
users may prompt chatbots for. We explore the robustness
of the method by using prompts with both cultural (what are
society’s associations?) and personal (what are the LLM’s
associations?) phrasings.

For the main analysis, we identify the content of associa-
tions by obtaining text embeddings of the responses and us-
ing a clustering algorithm. We also examine how frequently



the different dimensions occur in stereotypes across catego-

ries (i.e., representativeness/prevalence).

We expected to find significant overlap with human tax-
onomies, where dimensions related to Warmth (Sociability,
Morality) and Competence (Ability, Assertiveness) are
highly representative, but not sufficient to characterize ste-
reotype content, with additional dimensions (e.g., Emotion,
Deviance) showing significant prevalence across categories
(Nicolas, Bai, and Fiske 2022).

Using data-driven content analyses of cultural and per-
sonal stereotype listing and storytelling about 87 social cat-
egories, including 1,366 different category-coding labels,
across 4 powerful LLMs, we contribute the following:

e Reliability and validity testing for our prompting ap-
proach to obtain explicit stereotypes from LLMs, suggest-
ing that LLMs use the information obtained via our direct
elicitation method in unrelated tasks, such as storytelling.

o Evidence about the similarities and differences in LLM
cultural vs. personal stereotypes. We show that responses
to both prompts significantly overlap (with some differ-
ences in content prevalence), but ChatGPT 4.5 outputs
warnings more frequently for cultural prompts.

¢ A high-dimensional taxonomy of the top associations that
large language models have about diverse social catego-
ries. We show that a variety of labeling methods converge
to a set of 14 primary dimensions describing the content
of LLMs’ stereotypes (Ability, Appearance, Assertive-
ness, Beliefs, Deviance, Emotion, Family, Geography,
Health, Morality, Occupations, Social categories, Socia-
bility, and Status). These dimensions align with human
taxonomies of spontaneous (open-ended) stereotypes,
providing evidence for generalizability of psychological
models, as well as guidance on the content that compre-
hensive auditing and debiasing must address.

¢ Evidence for the high prevalence of dimensions related to
Warmth and Competence, with more variation for smaller
dimensions, such as Status, Beliefs, and Deviance. These
patterns suggest that LLMs may emphasize distinct con-
tent, with implications for auditing and debiasing speci-
ficity and user experience based on the selected LLM.

Related Work

Stereotype Content in Human Data

The best-established stereotype dimensions are Warmth and
Competence, which are evolutionarily plausible, have been
found cross-culturally and over time, and are predictive of
emotions and behaviors (Fiske et al. 2021). Warmth (also
called communion or the horizontal dimension) refers to at-
tributions about a target’s sociability and morality. Compe-
tence (also called agency or the vertical dimension) refers to
attributions about a target’s abilities and assertiveness. In
other words, humans prioritize understanding: is this person
a friend or foe (Warmth), and can they act on their intentions
(Competence)? Expanding into a more comprehensive tax-
onomy, the Spontaneous Stereotype Content Model (SSCM,
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Nicolas, Bai, and Fiske 2022) proposed that 14 content di-
mensions account for 80-95% of stereotypes about salient
social categories. These dimensions are: Sociability and
Morality (facets of Warmth), Ability and Assertiveness (fac-
ets of Competence), socioeconomic Status, political-reli-
gious Beliefs (see Koch et al. 2016), Appearance (including
attractiveness), Emotion, Occupations/Work, Health, Devi-
ance, Geography (including foreignness), Family relations,
and intersectional Social Group associations (e.g., “rich peo-
ple are men”). These dimensions vary in prevalence (also
called representativeness), with Warmth and Competence
facets being highly representative across categories, while
associations about Health and Geography are less prevalent.
Prevalence relates to primacy of stereotype dimensions
(Abele et al. 2021), as content that is used more often tends
to be more relevant for navigating the social world.

Stereotype Content in LLMs
LLM:s are generative Al models, trained on vast amounts of
text data, which learn contextualized semantics and can gen-
erate human language in response to linguistic input (Chris-
tiano et al. 2017). Given their training from internet and
other text data, LLMs reproduce many human stereotypes
(Ghosh and Caliskan 2023). However, almost all the re-
search on the topic has examined either general valence (i.e.,
positivity-negativity), a limited number of stereotype di-
mensions, or simple word associations (without identifying
more generalizable dimensions of meaning). For example,
research shows that many social categories have negative
representations in Al models paralleling human stereotypes
(Caliskan et al. 2017; Wolfe and Caliskan 2022; Busker et
al. 2023), and that Warmth and Competence valence differ-
ences emerge in LLM stereotypes (Fraser et al. 2022;
Ungless et al. 2022; Jeoung et al. 2023; Omrani et al. 2023).
More recent papers have looked at 3-dimensional models
(e.g., Warmth/communion, Competence/status, and Beliefs,
Koch et al. 2020; Cao et al. 2022; Cao et al. 2024; Schuster
et al. 2024). However, these are still low-dimensional tax-
onomies that may not account for a vast majority of stereo-
typical associations in LLMs. Whether more dimensions
(and which) are needed to understand Al stereotypes, has
yet to be systematically examined. While we know that
LLMs reproduce many human cultural associations
(Nadeem et al. 2021; Dev et al. 2022; Jha et al. 2023; Davani
etal. 2025), we should not assume this to always be the case.
For example, training data may be biased towards particular
content (e.g., because people may be more likely to talk
about specific topics online vs. in other tasks or domains;
see Luccioni and Viviano 2021), post-training safeguards
may censor some content, or LMMs may place higher em-
phasis on semantic vs. inferential associations (e.g.,
“Wealthy person” with “money” rather than “selfish”). In
addition, LLMs may learn to represent stereotypes based on
specific subsets of humans (e.g., via reinforcement learning



from human feedback; RLHF; Mihalcea et al. 2025; Ouyang
et al.,, 2022). Thus, although we hypothesize substantial
overlap with the SSCM stereotype taxonomy, LLMs may
show significant idiosyncrasies and distinct patterns of bias.

Additionally, most research has focused on specific social
categories, such as gender or race (Duan et al. 2025; Garg et
al. 2018; Caliskan et al. 2022). However, understanding
more generalizable patterns of stereotype content requires
examining larger and more representative samples of cate-
gories (Fiske et al. 2021). Previous research has also focused
on examining text embeddings directly (Bolukbasi et al.
2016; Charlesworth et al. 2022), the numerical representa-
tions of text that underlie the conversational output of LLM
chatbots. Here, we focus on the text output directly, as these
constitute the final product in most applications and have the
most direct impact on the general public.

Consequences of Stereotypical Associations

Stereotypes can be, in many cases, inaccurate, over-gener-
alized, essentializing, or self-fulfilling, among other well-
documented problematics (Bai, Nicolas, and Fiske, 2024;
Bai et al. 2022), potentially resulting in discrimination, con-
flict, and adverse health impacts for stigmatized groups
(Dovidio et al. 2017; Cipollina and Nicolas 2025; Salah et
al. 2023). Both positive and negative stereotypes can be
harmful (Kay et al. 2013), and their effects have been thor-
oughly documented. For example, stereotype content pre-
dicts outcomes such as emotional responses and interper-
sonal behaviors (Cuddy et al. 2007), hiring and performance
evaluations (Cuddy et al. 2011), interactions across societal
and organizational hierarchies (e.g., Friehs et al. 2022), and
attitudes towards Al (McKee et al. 2023).

These consequences may be amplified, and stereotypes
reinforced, via biased Al models. LLMs have become ubig-
uitous in applications with real-world impact, from
healthcare (Rajpurkar 2022) to hiring (Cohen 2023). As
with research and auditing, efforts to minimize harm from
LLM stereotypes have so far focused on general valence, or
in a few cases, on a limited number of dimensions and/or a
small number of social categories (Fraser et al. 2022; Om-
rani et al. 2023). A more comprehensive taxonomy of LLM
stereotypes is needed for more effective auditing and poten-
tial debiasing solutions for Al fairness.

Materials and Methods

All materials, data, and code are provided in the online re-
pository: https://osf.io/bwdcr/.

Stimuli

We used a list of 1,366 different terms referring to 87 salient
social categories in the U.S. For example, terms such as
“wealthy,” or “millionaire” were stimuli used to represent
the “rich” social category. These terms have been validated
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Lawyers Lower-class  American Atheists
Teenagers Athletes Investors Elderly
Accountants  Black Geeks Christians
Democrats Gay Women Drug addicts
White-collar  Mexican Disabled Blind
Gamers Hippies Blue-collar Doctors
Celebrities Adults Parents Artists
Libertarians  Asian Scientists Hindus
White Muslim Jewish Engineers
Nurses Hipsters Poor Indian
Children CEOs Men Buddhists
Vegans Immigrants Middle-class  Obese
Heterosexual  Republicans  Criminals Germans
Politicians Hackers Bisexual Religious
Catholics Liberals Homeless Unemployed
Hispanic Transgender  Lesbians Rich

Table 1. Example social categories used as stimuli.

and used successfully in previous LLM studies to elicit ste-
reotype content (Nicolas and Caliskan 2024). See Table 1
for example categories and the Supplement for a full list.

Language Models

We primarily focus on ChatGPT 4.5 for analyses but pro-
vide results from three additional models for main results:
ChatGPT 3.5, Mixtral 8x7B, and Llama 3.

ChatGPT 4.5

We use GPT 4.5, as the state-of-the-art unsupervised learn-
ing ChatGPT model (OpenAl 2025). This LLM was trained
on vast amounts of data, including the Common Crawl (a
large scraping of internet webpages), books, Reddit, and
Wikipedia (Brown et al. 2020), as well as RLHF (Christiano
et al. 2017) and potentially others (OpenAl does not report
all training sources). Testing suggests this model improves
over other GPT models across multiple metrics, including
reduced “hallucinations” and improved accuracy scores
(OpenAl 2025). We used the Python OpenAl API to access
the researcher version of the model.

ChatGPT 3.5

We use GPT 3.5 turbo as implemented in freely-available
versions of ChatGPT until ~ August, 2024 (OpenAl 2022),
accessed via the Python OpenAl API. The ChatGPT 3.5
model was trained on a smaller subset of data as the
ChatGPT 4.5 model (Brown et al. 2020).

Mixtral

We use Mixtral 8x7B (with chatbot instruct fine-tuning), ac-
cessed via Python Transformers and HuggingFace. Mixtral
is a “sparse mixture of experts” model (Mistral Al team
2023; Jiang et al. 2024). Unlike ChatGPT models, Mixtral
has open weights, providing some additional level of trans-
parency. Mixtral also has either similar or superior perfor-
mance to ChatGPT 3.5 on various benchmarks (Jiang et al.



2024). As with ChatGPT, the training data is not transpar-
ently disclosed by the developers but is extracted “from the
open Web” (Mistral Al team 2023).

Llama 3
We use Llama 3 8B (Meta Al 2024) as another open-weights
LLM, accessed via Python HuggingFace. Llama 3 uses a de-
coder transformer architecture and achieves similar or supe-
rior performance to other similarly-sized open-weights
LLMs. Unlike for the previous models, the Llama 3 model
used here is the base model (i.e., not fine-tuned to behave as
a chatbot). Using a base model allowed us to reduce the in-
fluence of safeguards introduced via chatbot fine-tuning.
Available information about Llama 3’s training data in-
cludes that it consisted of over 15T tokens from public data,
over 5% non-English data, involving filtering (e.g., NSFW
filters), and other quality checks (Meta Al 2024).

Prompts

Prompts use language from human research requesting the
LLMs to provide characteristics that either most Americans
(cultural prompt) or the LLM (personal prompt) associate
with social categories. In survey research, cultural framings
allow for measurement of (perceptions of) societal stereo-
types, shared across people, and helps reduce social desira-
bility concerns of providing personal stereotypes (Fiske et
al. 2002). These cultural stereotypes are nonetheless highly
predictive of bias and discrimination intent (Cuddy et al.
2007; Fiske et al. 2021). Prompt language referring to cul-
tural stereotypes may also reflect the aggregate (vs. individ-
ualized) nature of the associations LLMs learn. On the other
hand, personal framings in human research tap into individ-
ual differences in beliefs about groups and may be more pre-
dictive of behavior (Devine 1989). We note that we are not
trying to objectively anthropomorphize the LLMs (i.e., we
are not implying personhood): we use the “personal” prompt
and terminology to model the anthropomorphizing language
that users may employ in chatbot communication, as well as
potential training data that distinguishes between cultural
and personal stereotypes explicitly, which the LLM may
learn to distinguish. That is, although LLMs do not have a
“personal” opinion, it is possible that they distinguish be-
tween cultural and more idiosyncratic stereotypes based on
prompts, with potential consequences for the LLMs’ use of
these associations in other tasks.

As a system prompt, we entered: “You will be given in-
formation about a series of target groups of people.” Fol-
lowed by “Answer how most people in American society
would respond” (cultural prompt) or “Provide your honest
responses” (personal prompt).

Following the system prompt, for each stimulus term, we
retrieved their stereotype associations by prompting: “List
50 characteristics that you believe most Americans would
think describe people who are [term]. Use single words”
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(cultural prompt) or “List 50 characteristics that you believe
describe people who are [ferm]. Use single words” (per-
sonal prompt). We prompted the LLM for 50 characteristics
to obtain an expansive list of stereotypical associations.
For the storytelling task, we prompted ChatGPT 4.5:
“Write a short story about Alex, who is [ferm]” or “Write a
short story about a person who is [ferm].” Stimuli were mod-
ified (e.g., adding “an”) as needed for grammar. We manip-
ulated personal vs. cultural stories via the system prompts,
using the same system prompts as for the stereotype task.
For analyses collapsing across personal and cultural
prompts we averaged their embeddings. For stories, when
conducting analyses for personal and cultural prompts sep-
arately, we averaged across the two versions of each prompt.
To obtain the most deterministic results, we set the tem-
perature (a parameter that manipulates the randomness of
the LLM’s output) to 0 (Llama only allowed > 0 values and
was set to 0.05). Repeated associations within a response
were removed. Some output included warnings about bias,
which were removed. We coded ChatGPT 4.5 as providing
any warnings when information about bias, interpretation,
or context was provided, either alongside or instead of the
requested responses. We used an “only warnings” variable,
when no responses were provided alongside the warning. In
addition to warnings, the LLMs failed to return responses
for terms it indicated are “not commonly used or understood
in American society” (e.g., “mahanaya” for ChatGPT 3.5).
For all 87 social categories, except the “Black” category in
ChatGPT 3.5 (which returned only warnings) we success-
fully retrieved the requested output for at least one term.
For models other than ChatGPT 4.5 we focused on the
cultural version of the prompts. We were interested in max-
imizing convergence with human data, which has most often
asked about cultural stereotypes, in part to minimize socially
desirable responding (c.f., chatbot safeguards), and because
cultural stereotypes are predictive of relevant outcomes.
And, as shown later, our results for ChatGPT 4.5 suggest
that although cultural prompts result in more warnings, the
content of personal and cultural prompts was highly over-
lapping and both impact model behavior in unrelated tasks.
Because the Llama 3 base model is trained for sentence
completion rather than chat (Meta Al 2024), we slightly
modified the prompt for sentence-completion rather ques-
tion answering (see Supplement for these variations).

Statistical Analysis

We preprocessed the stereotype responses by transforming
words from plural to singular, removing capitalization, and
replacing non-content phrases (e.g., “most,” “are”).
Obtaining Text Embeddings

We obtained text embeddings for the LLMs’ responses and
stories. Embeddings are numerical vector representations of
each response, encoding information about their semantics.



We use the embedding model SBERT (Devlin et al. 2019;
Reimers and Gurevych 2019), which have fewer dimensions
than those underlying the LLMs used here (making them
more suitable for cluster analysis), are openly available (un-
like ChatGPT’s), are specialized for analyses of text simi-
larity, and have shown validity in previous analyses of social
perceptions (e.g., Nicolas, Uddenberg, and Todorov 2025).
In addition, by using SBERT, our coding is independent
from the internal representations of the LLMs used here,
avoiding potential “double dipping” on an LLM’s bias.

An exploratory analysis using Llama 3 embeddings pro-
vided similar, albeit lower quality, results (see Supplement).
In addition, we note that because the cluster analysis uses
only the responses, without connection to the social catego-
ries, it captures the semantic structure of the responses, not
biases based on the category-response association.

Prompt Reliability

To test stability across multiple runs, for each of the 87 over-
arching social categories, we obtained the LLMs’ responses
for 50 runs with randomly sampled seeds. Then, we used the
responses’ text embeddings to obtain the average correlation
between seeds for each category and computed the average
Cronbach’s a across all categories.

Prompt Validity

To establish that the prompts are capturing a relevant con-
struct of category-characteristic associations and that it has
convergent predictive validity, we correlate (using embed-
dings) ChatGPT 4.5’s stereotypes for each category with an
unrelated task of writing a story about a member of the cat-
egory. For context, we compare this correlation against the
background correlation. We computed the background cor-
relation by randomizing the category labels, such that the
stereotypes and categories were mismatched, and correlat-
ing with the stories. We conducted multiple tests, predicting
all stories from all prompts, as well as separately predicting
cultural and personal versions of the prompts.

Personal v. Cultural Comparisons

To compare personal and cultural prompts, we obtain the
correlation between their embeddings for each correspond-
ing category in ChatGPT 4.5. We also compare these corre-
lations against the background correlation by randomizing
the category labels. In additional analyses, we predict warn-
ings from the prompt versions.

Cluster Analysis

With the embeddings, we computed a (dis)similarity matrix
using pairwise cosine similarities between all the unique re-
sponse embeddings (N = 5,871). For example, responses
such as “fit” and “healthy” received higher cosine similarity
scores than pairs such as “fit” and “black hair”. We ran a k-
means algorithm using the dissimilarity matrix. To select an
appropriate number of clusters (k), we used the R package
NBclust (Charrad et al. 2014), which runs multiple metrics
of fit. We tested cluster sizes ranging from k = 2 to k = 60.
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To minimize the bias of any one measure of fit, we used 15
of the NBclust metrics that had continuous values (e.g., ki,
ccc), standardized them, and obtained their average. Then,
we chose the higher-dimensional solution (k > 40) with the
highest index. This allowed us to start with a nuanced solu-
tion, and work down to a simpler taxonomy (as in Nicolas,
Bai, and Fiske 2022). Chosen ks using this method were al-
ways in the top 5 solutions. In the Supplement, we present
results for the best-fit solutions, showing how, given suffi-
cient nuance, the resulting taxonomy is similar across £s.

To facilitate labeling by the researchers, we obtained, for
each cluster, the 25 responses most semantically similar to
the cluster centroid (which served as the most prototypical
representation of the cluster). These top responses were la-
beled using various methods. Note that for this labeling we
were interested in what dimension the clusters were about,
not what end of a semantic differential (e.g., positive vs.
negative) the content represented. Thus, both clusters with
words related to immorality or morality would be labeled as
being about the Morality dimension (see also Nicolas & Cal-
iskan 2024).

First, we obtain a “free,” data-driven coding by ChatGPT
4.5. We used the system prompt: “You will be given lists of
terms that share a theme. Identify the theme using a single
word.” Then, for each cluster, we prompted: “I will give you
a list of terms that describe people and that have a common
theme. If you had to indicate what the terms are about, using
a single word, what would it be? The list of terms is:” fol-
lowed by the set of top words for the cluster. This data-
driven coding allowed the authors to examine content that
may not fall within the SSCM dimensions. Because most
cluster labels using this approach could be considered to
code for the SSCM dimensions (see results), we then used
more theory-driven labeling, while still allowing for non-fit-
ting labels (by providing an “Other” content option).

The first closed-ended labeling method also used
ChatGPT 4.5. Using the same system prompt, for each clus-
ter we prompted: “I will give you a list of words that de-
scribe people and that have a common theme. Please iden-
tify which of the following options best describes the theme:
Morality, Sociability, Ability, Assertiveness/persistence,
Emotion, Status, Appearance, Health, Beliefs, Unique-
ness/averageness, Occupations, Social groups, Geography,
Family, or Other. The list of words to classify is:” followed
by the set of top words for the cluster.

The second closed-ended labeling method used human
raters. Two research assistants were provided with instruc-
tions to categorize the top words into the SSCM dimensions.
They were provided with a list of representative words for
each dimension for context (Nicolas, Bai, and Fiske 2021).

The final closed-ended coding was obtained by correlat-
ing, for each cluster, the SBERT embeddings of the top
words with embeddings of dictionaries for each dimension



(Nicolas, Bai, and Fiske 2021). The dimension with the
highest correlation was taken as the label.

To establish the reliability of these codings, we used
Kappa measures of inter-rater reliability (IRR). Finally,
given these labels, we choose the majority dimension as the
label for the cluster. In case of a tie, we code the cluster as
having two labels (i.e., covering two dimensions).

We used the k-means results and labels to run prevalence
analyses, showing which dimensions are used more com-
monly to describe social categories.

Regression Models

We had power > 90% for all tests, using a small-to-medium
effect size (» = .2), as indicated by the R package simr
(Green and MacLeod 2016).

For prevalence and story prediction analyses, we use
maximal mixed regression models with category as a ran-
dom factor (to account for non-independence), and re-
sponses to each term as an observation (reduced to linear
models if convergence failed).

See Supplement for additional details and statistics.

Results

Prompt Reliability

We find that the LLMs’ responses were almost identical
across runs, suggesting consistency in the LLMs’ represen-
tation of the social categories (given the specified tempera-
ture), Cronbach’s as > .998.

Prompt Validity

We find that the prompts, regardless of personal vs. societal
framing, predicted ChatGPT 4.5’s storytelling about targets,
average r = .33 (Personal » = .32; Cultural » = .33). Specifi-
cally, stereotypes about a social category predicted stories
about the category above what would be expected by back-
ground correlation (i.e., when the stereotypes are randomly
shuffled across categories), average r = .26, Cohen’s d =
1.43, p <.001. This effect is considered very large according
to established guidelines, and it was robust when looking
only at personal or societal prompts.

Thus, our prompts (partially) capture how ChatGPT 4.5
represents these groups in independent tasks that are likely
use-cases of the technology, such as storytelling.

Personal vs. Cultural Prompts

Despite similar performance in predicting storytelling, per-
sonal and cultural prompts may differ in other ways, requir-
ing further analyses. First, we found that the personal and
cultural versions of the prompts for the same group were
highly correlated, average » = .9, p < .001. Compared to
background correlations, average » = .82, the effect size was
very large, d =2.45, p <.001.
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However, personal and societal versions of the prompts
did differ in the number of warnings provided. Specifically,
ChatGPT 4.5 refused to provide responses more often for
cultural (prob. =.031) than personal prompts (prob. =.005),
p < .001. Similarly, it provided a warning alongside re-
sponses more often for cultural (prob. = .46) than personal
prompts (prob. = .38), p = .003. Thus, although the LLM’s
stereotypes across prompts are highly overlapping, the safe-
guarding mechanism flags cultural prompts more often. This
pattern counters usual findings in social psychology (where
people acknowledge and report cultural stereotypes, but are
less likely to personally endorse them), and suggests that us-
ing personal prompts may lead to higher exposure to stere-
otype content. Thus, our results suggest that ChatGPT
makes relatively little distinction between societal and per-
sonal stereotypes, responding similarly to both prompts, and
with both prompts predicting performance in an independ-
ent storytelling task. However, post-processing leads to
higher frequency of warnings for cultural prompts.

Cluster Analysis

Given validation of our measures, we proceeded to use all
prompts to identify content clusters. Fit metrics suggested
various cluster sizes (k). As in previous research (Nicolas,
Bai, and Fiske 2022) we opted for a higher-dimensional
cluster solution to balance nuance and parsimony. Here, a
solution of 48 clusters for ChatGPT 4.5 had good fit across
multiple indices and was thus chosen. Table 2 shows cluster
examples for this solution.

For other analyses, solutions varied in £ when looking
only at personal (k = 53) or societal (k = 58) ChatGPT 4.5
responses, as well as for other LLMs (ChatGPT 3.5 = 48,
Llama 3 =57, Mixtral = 55). However, as shown in the anal-
yses below and the Supplement, the content of these clusters
was highly overlapping, largely aligning with the SSCM.

Cluster Labeling
To understand what these clusters encode, we first provide
results for data-driven labeling using ChatGPT 4.5 to iden-
tify the theme of each cluster’s 25 top (most central) words.
Table 3 complements Table 2 by showing additional la-
bels for ChatGPT 4.5 (see Supplement for full lists for all
models). An examination of these labels suggests significant
overlap, as expected, with established dimensions in human
stereotype models (e.g., the SSCM). Thus, to identify over-
lap between the “free” labels and connect them to human
models, we used the multi-method coding approach de-
scribed previously, focusing on the SSCM dimensions.
For closed labeling, the IRR between the human ratings was
.72, and between human ratings, SADCAT correlations, and
GPT coding, it was .63. Both of these IRRs fall somewhere
between “substantial” (> .6) and “almost perfect” (> .8)
guidelines, suggesting excellent agreement. For all other
LLMs, average IRRs were > .654.



Morality Sociability Deviance
Dishonesty Communication Normality
dishonest talkative typicality
deceitful personable typical
deceptive relatable commonplace
dishonorable approachable usual
unscrupulous spoken ordinary
Ability Assertiveness Status
Education Perseverance Poverty
educating steadfast underserved
educator persistent underemployed
teacher persevering underprivileged
learning resilient underrepresented
trained toughness underpaid
Beliefs Appearance Health
Religion Appearance Fatigue
religious puffy tired
religious-educated beefy lethargic
devout chubby fatigued

holy flabby snoozing
bible-believing doughy sluggish
Geography Family Emotions
Culture Family Emotions
ethnic grandparent unhappy
multicultural grandparents distraught
culturally-aware parents dejected
cultural parental disappointed
nationalistic aged discontented

Table 2. Example clusters for dimension identification,
ChatGPT 4.5. Bolded rows indicate the cluster label, based
on the multi-coding approach (majority label). Italicized
rows indicate the GPT 4.5 data-driven cluster label, pro-
vided with no guidance as to previously identified human
dimension labels. Top words (closest to the centroid) are
provided for each cluster.

Five of the ChatGPT 4.5 clusters captured syntactic regu-
larities (e.g., words starting with “un”) rather than stereo-
type content and were not coded. As additional support for
the “syntactic” labeling, we found that the maximum corre-
lation between clusters and SADCAT dictionaries was sig-
nificantly lower for clusters labeled as syntactic than for
those coded into specific content, p = .048, d = .96. In other
words, syntactic clusters tended to not fit well with any of
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the dictionary dimensions, suggesting that they contained
content mixture, and were instead similar based on non-se-
mantic features.

Six clusters were labeled as reflecting a mixture of two
dimensions (based on a tie on the multi-method labeling).
These overlapping codes tended to reflect theoretically re-
lated dimensions (e.g., Sociability and Morality, facets of
the Warmth dimension). Similar patterns of syntactic and
mixture clusters occurred for the rest of the LLMs (see Sup-
plement).

Cluster Prevalence

Our multi-method labeling of clusters suggest that the
SSCM’s most primary 14 dimensions were sufficient to
cover the content of LLMs’ explicit stereotype associations.
In Table 4 and Figure 1, we present analyses of how frequent
cluster codings for each dimension were in stereotypes for
ChatGPT 4.5. We find that, as in human data, the facets of
Warmth and Competence tended to be most prevalent (alt-
hough Morality stereotypes were relatively less common in
the LLMs). However, the rest of the SSCM dimensions also
emerge with meaningful frequency.

GPT 4.5 GPT 4.5

Free Code Majority Code Free Code Majority Code
Aggression Morality Isolation Assertiveness
Adaptability  Ability Technology Ability
Government  Beliefs Kindness Sociability
Politics Beliefs Neglect Ability
Sports Ability Environment  Beliefs
Music Other Excellence Ability
Happiness Emotion Work Occupation
Nutrition Health Calmness Emotion
Tradition Deviance Mathematics Ability
Travel Geography Misfortune Status
Intolerance Sociability Fashion Appearance
Risk Assertiveness Finance Status
Personality Sociability Carefulness Assertiveness
Status Status Fantasy Other
Uncertainty Deviance Appearance Appearance
Thinking Ability

Table 3. Additional ChatGPT 4.5 cluster labels not in-
cluded in Table 2. We show the GPT 4.5 “free” code (label
options not provided), and the majority code (across all
closed-ended labeling methods). For some clusters, label-
ing across methods resulted in a tie, in which case a second
majority code was included (not shown). Syntactic clusters
are not included. See Supplement for more information.



Human Baseline All Prompts
Dimension Prevalence | Dimension Prevalence
Ability 0.177 | Ability 292
Morality 0.158 | Sociability .153b
Sociability 0.157 | Assertiveness .15°
Assertiveness 0.142 | Status .124¢
Status 0.094 | Emotion 1014
Appearance 0.08 | Beliefs .088¢
Emotion 0.076 | Morality .085¢
Beliefs 0.069 | Appearance  .051f
Deviance 0.038 | Deviance .05f
Health 0.033 | Other .028
Work 0.023 | Geography .017¢
Other 0.022 | Family 0118
Social groups 0.021 | Health .0118
Geography 0.015 | Work .008¢
Family 0.004

Table 4. ChatGPT 4.5 cluster content and prevalence. Hu-
man baseline obtained from Nicolas, Bai, and Fiske 2022
(note that human results may vary across studies/modera-
tors). Prevalence values in rows sharing a superscript letter
are not significantly different from each other (p > .05).

Results suggest high overlap across all (combined), per-
sonal, and cultural prompts, with solutions sharing the same
dimensions (except for the combined solution showing no
evidence of a “Social Groups” cluster). However, differ-
ences in prevalence emerge (e.g., higher prevalence of Mo-
rality content in personal prompts, but higher prevalence of
Status content in cultural prompts (see Table 5).

Similarly, despite substantial consistency with the SSCM
in terms of which dimensions are represented, nuances
emerge in the relative prevalence of content, showing how
LLMs may differ from human representations, and from
representations in other LLMs (see Table 6). To illustrate,
ChatGPT 4.5 had higher prevalence of Sociability content,
compared to the other LLMs, and it was more aligned with
human patterns. On the other hand, Llama 3, an LLM with-
out chatbot fine-tuning, showed a higher prevalence of Mo-
rality content. This may suggest a role of chatbot training
and safeguarding on the prevalence of specific dimensions.

See the Supplement for results showing robustness of the
main findings, including using different high-fit ks and em-
beddings (Llama 3 embeddings). The supplementary mate-
rials and code also allow for exploration of stereotypes for
specific social categories and LLMs (see the Discussion for
an example of prevalence patterns for the “poor” and
“wealthy” social categories).
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Personal Prompts Cultural Prompts
Dimension Prevalence | Dimension Prevalence
Ability 2312 Ability 2112
Assertiveness .189° Assertiveness  .144°
Morality 1890 Status 1370
Sociability .166° Sociability .114¢
Emotion .0994 Emotion .080¢
Status .050° Beliefs .079¢
Deviance .044¢f Appearance .066¢
Appearance .0361 Morality .060°f
Beliefs .0318 Other .050¢
Health .0268" Deviance .048¢
Geography .016M Work 027"
Other .0121 Geography .025"
Family L0101 Health .024"
Work .004i Groups .008t
Social Groups 004 Family .005

Table 5. ChatGPT 4.5 cluster content and prevalence for
cluster solutions based only on personal or cultural
prompts. Within columns, values in rows sharing a super-
script letter are not significantly different (p > .05).

Discussion

This study introduces a nuanced taxonomy of stereotype
content in contemporary LLMs. We prompted ChatGPT 4.5,
ChatGPT 3.5, Llama 3, and Mixtral 8x7b to provide stereo-
types about a large number of salient social categories. We
then cluster-analyzed these associations using text embed-
dings to identify the LLMs’ stereotype content.

The dimensions identified largely align with the content
of human stereotypes described by the SSCM. Specifically,
LLMs’ stereotypes were about the social categories’ Ability,
Appearance, Assertiveness, Beliefs, Deviance, Emotion,
Family, Geography, Health, Morality, Occupations, Social
groups, Sociability, and Status. Smaller content related to
literature, music, and cultural associations also emerged.

Llama 3 ChatGPT 3.5 Mixtral
Dimension  Prev | Dimension Prev Dimension  Prev
Ability 328 Assertive 26° Assertive 228
Morality 18 | Ability A7° Ability .16°
Assertive .09¢ Beliefs 12¢ Morality .10¢
Status .09¢ Sociability 074 Beliefs 09¢
Appearance .08 | Appearance .06% | Other .09
Beliefs .08 | Deviance .05 | Work .07%
Emotion .06% | Morality 041" | Emotion .07%
Health .05¢" | Groups .04%" | Sociability .07
Sociability .04 | Other .03 | Status .05%
Other .038" | Status .03%h | Appearance  .05%
Deviance .03¢" | Geography  .02¢" | Groups 048
Groups .01" | Health .02¢" | Health .04¢
Family .01" | Emotion 02" | Geography — .04¢
Geography  .01' | Work 019 Family .01t
Work .01" | Family 01

Table 6. Secondary LLMs’ cluster content and prevalence
(Prev). Assertive = Assertiveness and Groups = Social
groups. Within-column shared superscript = ns difference.



Emotion

Appearance

Figure 1. Main taxonomy dimensions. Circle size indicates
prevalence in ChatGPT 4.5 (averaging across personal and
cultural prompts prior to analysis). The “other” cluster in-
cludes topics such as art and culture. A “social groups”
cluster (e.g., associations such as “CEOs are men”)
emerged for specific LLMs, but not the combined data
shown here. Additional clusters coded for syntactic infor-
mation, rather than capturing coherent semantic themes.

However, despite sharing content dimensions, humans
and LLMs differed in terms of the prevalence of specific di-
mensions. For example, moral content was less prevalent in
ChatGPT, while Llama 3 and Mixtral had lower prevalence
of Sociability stereotypes (vs. the human baseline). As sug-
gested, different LLMs’ associations also varied in preva-
lence of specific dimensions. For example, Llama 3, which
was not fine-tuned for chatbot functionality in our study,
showed higher prevalence of Morality content than other
LLMs. Moral stereotypes tend to be negative (Nicolas, Bai,
and Fiske 2022), suggesting a potential role of safeguards in
the less moralized content of ChatGPT and Mixtral.

Moreover, despite high correlations in the general content
of personal and cultural prompts in ChatGPT 4.5, cultural
prompts tended to have higher prevalence of epistemic, so-
ciological dimensions such as Status and Beliefs, while per-
sonal prompts included more relational, psychological di-
mensions such as Morality, in line with related human re-
search (Nicolas et al. 2022). In general, results suggest high
overlap across prompt versions, with all solutions sharing
the same dimensions (except for the combined prompts so-
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lution showing no “Social Groups” cluster). However, dif-
ferences in prevalence emerge, for example, with a higher
prevalence of Morality content in personal prompts, but
higher prevalence of Status content in cultural prompts.

Implications

The taxonomy introduced here provides a nuanced view of
stereotype associations in LLMs. While previous research,
auditing, and debiasing has tended to focus on general va-
lence or just 2 or 3 dimensions, our paper suggests that un-
derstanding LLMs’ associations with social categories re-
quires a much wider set of dimensions. These dimensions
also describe stereotypes in humans (SSCM), as well as face
and other person perceptions (Connor et al. 2025; Nicolas,
Uddenberg, & Todorov 2025), supporting their relevance
and the generalizability of psychological models. These di-
mensions predict prejudice towards and decision making
about social targets. Warmth and Competence are predictors
of outcomes ranging from hiring and performance evalua-
tions to interpersonal behaviors (e.g., Cuddy et al. 2007).

Beyond Warmth and Competence, the rest of the taxon-
omy also predicts scenario-based decision-making out-
comes such as which social categories to prioritize for poli-
cies guaranteeing access to healthcare (Health dimension) or
protection from hiring (Social groups, Geography) and fa-
cial recognition discrimination (Appearance; Nicolas, Bai,
and Fiske 2022). Understanding how these dimensions are
reflected in LLMs can expand the ways in which we meas-
ure stereotypes relevant to these outcomes (e.g., over time,
across languages), with implications for social psychologi-
cal theory and interventions (Bailey et al. 2022; Boyd and
Schwartz 2021; Muthukrishna et al. 2021; Jackson et al.
2022). However, such inferences from LLM to human cog-
nition must carefully consider training data (transparency
and biases), fine-tuned safeguards that may distort cultural
patterns, and the potential for LLMs reflecting novel or dis-
tinct stereotypes due to non-transparent synthesis and pro-
cessing of information (e.g., Bianchi et al. 2023).

More directly relevant to LLM development and use, a
deeper understanding of the multidimensionality of stereo-
types can help prevent biases from percolating through au-
diting and debiasing approaches focused on general indica-
tors or low-dimensional representations. Developing bench-
marks and debiasing procedures that address higher-dimen-
sional stereotype taxonomies will provide a more accurate
picture of fairness in LLMs and responsible applications.
For example, auditing efforts focused solely on Warmth or
Competence would miss biases along other dimensions,
such as stereotypes about whether a group is unhealthy, de-
viating from norms, or emotional. To illustrate, exploratory
analyses of specific categories in our data suggest that dif-
ferences in stereotypes about high vs. low socioeconomic



categories vary across dimensions, with low (vs. high) soci-
oeconomic categories showing particularly negative Ability,
Assertiveness, Appearance, Emotion, and Health stereo-
types. The taxonomy introduced here provides a more com-
prehensive set of content to evaluate. These steps may re-
duce harmful exposure to stereotypes for stigmatized
groups, reduce the perpetuation of stereotypes via Al, and
improve human-computer interaction, among other benefits.

The highly overlapping outputs from personal vs. cultural
versions of the prompts suggest that LLMs may not make
pronounced distinctions in their representations of concepts
along these micro vs. macro levels (these analysis were only
performed on the ChatGPT 4.5 model but see also Nicolas
and Caliskan 2024 for convergent evidence in other LLMs).
Additionally, both personal and cultural prompts similarly
predicted storytelling about the targets, showing that
ChatGPT draws from the general associations captured by
explicit association prompts to complete unrelated tasks.

However, the cluster analyses did reveal differences in the
prevalence of specific dimensions, aligning with emphasis
shifts for specific content based on framing, such that cul-
tural framings make structural and epistemic dimensions
(e.g., Status and Beliefs) salient, while personal framings
may highlight more interpersonal dimensions (e.g., Socia-
bility; Nicolas et al. 2022). Moreover, differences emerged
in number of warnings (fewer warnings for personal than
cultural prompts), suggesting that, although the LLM does
not learn to strongly differentiate personal vs. cultural asso-
ciations, fine-tuning for safety introduces a stronger distinc-
tion. Future research and auditing can leverage these in-
sights to understand impact on users.

Limitations and Future Directions

The current research is not without limitations. First, our re-
sults are US- and English- centric, due to the training data
of most LLMs. However, initial cross-cultural research with
human participants showed fair stability of the SSCM tax-
onomy (Nicolas, Bai, and Fiske 2022). Second, the LLMs
used lack transparency regarding training data and imple-
mented safeguards. As such, our ability to connect LLM rep-
resentations to cultural representations is limited. Third, we
restrict our results to four recent models in a growing field
of LLMs. However, the striking consistency between these
LLMSs’ associations, and human data, suggests that this tax-
onomy may be robust, with variability across specific prop-
erties (e.g., prevalence, valence) to be further studied in fu-
ture research. Fourth, we focused on cultural prompts for our
secondary LLMs. Although ChatGPT 4.5 showed high
overlap between prompts, it is possible that other LLMs
show higher differentiation between cultural and personal
prompts, which should be tested. A related future direction
should explore the taxonomy in less explicit prompts that
may elicit distinct stereotypes (e.g., Bai et al. 2024). Fifth,
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here we used a data-driven analysis to achieve an initial
identification of dimensions. However, other methods (e.g.,
dictionary analyses, text embeddings similarities) would ad-
dress some of the limitations of cluster analyses (e.g., terms
forced into clusters with low fit, clusters formed based on
syntactic rather than semantic information) and provide ad-
ditional insights (e.g., differentiate prevalence and valence;
Nicolas and Caliskan 2024). Additional future directions in-
clude expanding the taxonomy to intersectional targets (Guo
and Caliskan 2021; Nicolas and Fiske 2023), exploring hu-
man-LLM stereotype differences, and developing auditing
and debiasing methods incorporating the taxonomy.

Finally, we note that the current taxonomy includes di-
mensions that could be broken down or combined. For ex-
ample, to align with the SSCM, we combined clusters of
politics and religion into an overarching Beliefs dimension.
On the other hand, we break down the big two of Warmth
and Competence into their facets of Morality and Sociabil-
ity, and Ability and Assertiveness (Abele et al. 2021). This
taxonomy aims to balance nuance with a manageable num-
ber of dimensions. Based on goals of parsimony and gener-
alizability vs. complexity and specificity, researchers may
use a variety of methods to tap into different levels of con-
tent. Finally, taxonomy properties may change as LLMs un-
dergo further iterations and safeguarding modifications, re-
quiring future evaluations of stereotype content.

Conclusion

A more complete understanding of the biases encoded into
increasingly influential Al technologies requires acknowl-
edging the multidimensionality of stereotypes. The LLM
stereotype taxonomy we identified largely aligns with hu-
man models, such as the SSCM, while showing unique pat-
terns in the prevalence of specific dimensions across
prompts and LLMs. As Al continues to be developed and
deployed, our findings suggest that auditing and debiasing
efforts should attend to the complexities of stereotypes, in
an effort to minimize their harmful consequences.

Appendix

Supplementary materials available at:

https://osf.io/bwdcr/
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